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Abstract. Successful investigation and prosecution of major crimes like child 

pornography, insurance claims, movie piracy, traffic monitoring, and scientific 

fraud among others, largely depends on the availability of water-tight evidence 

to prove the case beyond any reasonable doubt. When the evidence required in 

investigating and prosecuting such crimes involves digital images/ videos, there 

is a need to prove without an iota of doubt the source camera/device of the im-

age in question. Much research has been reported to address this need over the 

past decade. The proposed methods can be divided into brand or model-level 

identification or known imaging device matching techniques. This paper inves-

tigates the effectiveness of the existing image/video source camera identifica-

tion techniques, which use both intrinsic hardware artefacts-based techniques 

like sensor pattern noise, and lens optical distortion, and software artefacts-

based techniques like colour filter array, and auto white balancing, to determine 

their strengths and weaknesses. Publicly available benchmark image/video da-

tasets and assessment criteria to quantify the performance of different methods 

are presented and the performance of the existing methods is compared. Finally, 

directions for further research on image source identification are given 
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1 Introduction 

The last few years have seen a significant increase in research interest in the field of 

digital image forensics because the easy availability of advanced and affordable de-

vices has made the acquisition and manipulation of digital media images which used 

to be a professional job very easily accessible to the public giving room for untrusted 

media images and videos being in circulation. According to Su, Zhang & Ji in [1], the 

advancement in digital technology and the increasing number of images and video-

sharing websites like YouTube, Facebook, Twitter, and other social media platforms 

has helped the spread of various kinds of less trusted images from individual sources 
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on the internet. It is therefore very imperative to have a technology that can effective-

ly trace digital cameras and be able to identify digital devices that took any digital 

image that will aid law enforcement officers and even the prosecutors in criminal 

investigations relating to child pornography, insurance claims, movie piracy, traffic 

monitoring and financial fraud, among others. Then the question is, can we really 

determine that images came from a specific digital source claimed to come from? The 

need to resolve these issues and more gave birth to what is now known as image fo-

rensics. 

Image source identification is necessary for digital forensics, Chen, Pande, Zeng & 

Mohapatra [2] stated that identification of the acquisition device of digital image evi-

dence to be presented in court is as important as the digital image itself.  The objec-

tive of the source camera identification is to determine whether a given image was 

taken with a specific camera, as well as the camera model/brand and imaging mecha-

nism used such as cameras, scanners, computer graphics or smartphones. As opined 

by Thai, Retraint & Cogranne in [3] the two active approaches for source camera 

identification such as digital signatures and digital watermarking have several draw-

backs since specialized information must be incorporated during the generation of an 

image.  Explaining the drawback further Chio, Lam & Wong in [4] asserts that most 

cameras in their images include an Exchangeable Image File Format (EXIF) header 

which comprises information such as the digital camera type, exposure, date, and 

time. This information, however, could be maliciously altered and could possibly be 

destroyed during the process of an image being resaved or recompressed. 

The drawback of active techniques to source camera identification gave rise to pas-

sive techniques which Thai et. al. in [3] argued have received a lot of attention in the 

last decade because they do not impose any constraints and do not require any prior 

knowledge of the capturing device. And according to Bernacki in [5] the internal 

traces or unique artefacts left by the digital camera in each digital image serves as 

camera fingerprints that are used in passive techniques and investigating the image 

acquisition pipeline can offer these internal traces.   

An overview of several methods for source digital camera identification will be dis-

cussed in Section 2 and Section 3 will be the conclusion and future studies.  

2 Source Camera Identification Techniques 

To help with image forensic investigations, researchers have proposed different tech-

niques for source camera identification. This section, therefore, will provide an over-

view of various proposed techniques for source camera identification by examining 

state-of-the-art source camera identification approaches, intrinsic hardware artefacts-

based methods that occur due to the imperfections of the manufacturing process, as 

well as those that use software-related properties will be reviewed.  
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2.1 Analysis of Sensor Pattern Noise 

The imperfection in the manufacturing process of the image sensor chip, which results 

in pixel sensitivity variation in the imaging sensor, is the source of Sensor Pattern 

Noise (SPN). These pattern noises have a distinctive quality that makes them specific 

to that camera imaging sensor. Consequently, it serves as a "fingerprint" of that spe-

cific digital camera. The major component of SPN is the Photo Response Non-

Uniformity (PRNU) noise. Therefore, analyzing the PRNU noise which is considered 

a unique camera fingerprint is one of the reliable methods for source camera identifi-

cation using SPN.  

In a study that has been considered as a benchmark source camera identification 

using SPN, Lukas et al [6], proposed an algorithm that used discrete wavelet trans-

form for the decomposition of the original images into four subbands. They then ap-

plied a wiener denoising filter on the three resulting high-frequency subbands to de-

noise the high-frequency subbands, reconstructed the image and subtract the resulting 

denoised image from the original image to obtain the reference pattern noise of a 

particular image. The camera fingerprint is obtained by averaging the reference pat-

tern noise of several images from the same camera under various conditions. Then, to 

determine if the image is from the reference camera, they used the normalized cross 

correlation as the measure. 

Soobhany et al in [7] proposed another technique like [6] where they used discrete 

wavelet transform to decompose the input image into four wavelet sub-bands using 

non-decimated wavelet transform. To extract the SPN from the image, the coefficients 

inside the generated wavelet high-frequency sub-bands are denoised. The image SPN 

signature was compared to the camera reference SPN signature to determine the im-

age's source camera.  

Subsequently, Al-Athamneh et al [8] proposed the use of only the green component of 

the Red, Green, and Blue (RGB) of the color image for PRNU extraction while using 

a similar technique introduced in [6]. Akshatha et al [9] proposed a technique in 

which PRNU noise is removed from images using a wavelet-based denoising meth-

odology and is represented by higher-order wavelet statistics (HOWS). Georgievska 

et al [10] proposed a camera identification method where images are clustered based 

on Peak to Correlation Energy (PCE) similarity scores of their PRNU patterns. Bal-

amurugan et al in [11] proposed a technique that uses an improved Locally Adaptive 

Discrete Cosine Transform (LADCT) Filter followed by a weighted averaging meth-

od to exploit the content of images carrying PRNU efficiently. LADCT is believed to 

perform well on images with high image-dependent noise like multiplicative noise of 

which PRNU is one of such. Chen & Thing [12] adopted what they called Block 

Matching & 3D Filtering (BM3D) which is known as a collaborative filtering process. 

This grouped similar blocks extracted from images where each group is stacked to-

gether to form 3D cylinder-like shapes 
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2.2 Intrinsic Lens Radial Distortion 

In a camera, a lens is a device that directs light toward a fixed focal point. The sym-

metric distortion caused by imperfection in the lens's curvature during the grinding 

process is known as radial lens distortion. Most image-capturing digital devices, as 

opined by Choi et al [13], include lenses with spherical surfaces; these lenses' intrinsic 

radial distortions act as a distinctive fingerprint for identifying source cameras. In this 

field, [13] made a ground-breaking proposal by proposing two kinds of features based 

on pixel intensities and distortion measurements, considering the peculiarities of the 

radial distortion that causes straight lines to become curved. Bernacki [5] proposed a 

technique for tracing digital cameras based on the study of vignetting and distortion 

faults, with a real-time picture processing algorithm. Their algorithm does not neces-

sitate the use of a wavelet-based denoising filter or the calculation of camera finger-

prints, both of which have a substantial impact on image processing speed. Rather, the 

technique extracts the red colour band from the input image and filters it using the 

median filter.  

 

2.3 Colour Filter Array Interpolation 

A demosaicing approach used in digital image processing called Colour Filter Array 

(CFA) interpolation, also known as colour reconstruction, reconstructs a full-colour 

image from the incomplete colour samples produced by an image sensor overlaid with 

a colour filter array. Using a predetermined CFA pattern this demosaicing information 

can be extracted and used as a camera fingerprint. 

To identify the correlation structure that exists in each colour band and can be used 

for image classification, Bayram et al in [14] investigate the CFA interpolation proce-

dure. The primary premise is that each manufacturer's interpolation algorithm and 

CFA filter pattern design are relatively unique from one another, and as a result, dis-

tinct correlation structures will be visible in the collected images. Two sets of charac-

teristics are obtained for classification using the iterative Expectation Maximization 

(EM) algorithm.  Lia & Lin [15] proposed a technique that uses an interpolation of 

images to figure out image characteristic values with a support vector machine to 

reduce computational time and achieve a high true positive.  Chen & Stamm [16] 

proposed a technique that first re-samples the image colour components according to 

a predetermined CFA pattern, applies M different baseline demosaicing algorithms to 

re-demosaic missing colour components, and subtracts each re-demosaiced version 

from the original image to obtain M different sets of demosaiced residuals. Extract 

demosaicing information as co-occurrence matrices for each set of demosaicing re-

siduals using K different geometric patterns. Then, perform multi-class ensemble 

classification on the feature space for camera source identification. 
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2.4 Learning-Based Techniques 

Deep learning technology has been steadily incorporated into the field of image fo-

rensics with the advancement of artificial intelligence and the growth of available 

image datasets. Additionally, deep learning technology can extract the best features 

from a variety of training datasets, eliminating the drawbacks of features that were 

created artificially. 

Ahmed et al [17] proposed a deep convolutional neural network for source camera 

identification method that uses a max pooling layer, three convolutional layers with 

batch normalization, rectified linear unit as an activation function, one fully connected 

layer, drop out layer, and classification layer as its first few layers. A small number of 

training images are used to train the network to identify the source of an image, and 

the noise pattern of the images is extracted using the same technique as described in 

[6]. Kirchner and Johnson in [18] proposed a technique that uses a Convolutional 

Neural Network (CNN) to train and estimate the camera signature and then extract the 

noise residual from the test images and use the Maximum Likelihood fingerprint Es-

timator (MLE) to estimate the fingerprint of the test images.  Ding et al [19] proposed 

a technique which involves one pre-processing module, one feature extractor, and one 

hierarchical multi-task learning algorithm. The pre-processing module introduces 

domain information for the deep learning method of camera identification.  Liu et al 

[20] proposed an efficient convolutional neural network-based source camera identifi-

cation approach, consisting of three fundamental blocks: multiple-criteria-based patch 

selection, fine-grained multiscale residual prediction, and modified Visual Geometry 

Group (VGG) identification, arguing that traditional SCI performance is susceptible 

to image content and far from satisfactory for small image patches in real-world de-

manding applications.  

3 Conclusion and Future Studies 

This study investigated the performance of various well-known techniques for source 

camera identification for both intrinsic hardware artefacts-based techniques like sen-

sor pattern noise (SPN), lens optical distortion and software artefacts-based tech-

niques like CFA, with various authors using different or similar techniques. Findings 

show that while some techniques’ performances are comparable other performances 

are wide apart. Sensor pattern noise generates the best performance result at camera 

level identification but with high computational cost. Lens optical distortion and deep 

learning techniques were all able to achieve camera-level identification, but SPN 

achieved higher accuracy. Colour filter array (CFA) equally does well but is able to 

achieve identification at the camera model level, which could not do well when you 

have sets of images from the same camera model. VISION image dataset and Dresden 

image datasets were widely used by the researchers using various assessment criteria 

like FAR/FRR Error Rate, ROC, TPR/FPR, FPR/FNR, Confusion Matrix, and RER. 
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For improvement in the accuracy of prediction of source camera identification at re-

duced computational time, this study recommends the exploration of the application 

of other transforms for image source camera identification.  
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