
EasyChair Preprint
№ 14674

Interoperability Challenges and Opportunities in
Vehicle-in-the-Loop Testings: Insights from
NUVE Lab’s Hybrid Setup

Sarthak Acharya, Aparajita Tripathy, Juho Alatalo,
Pekka Seppänen, Aki Lamponen, Jukka Säkkinen and
Tero Päivärinta

EasyChair preprints are intended for rapid
dissemination of research results and are
integrated with the rest of EasyChair.

September 3, 2024



Interoperability Challenges and
Opportunities in Vehicle-in-the-loop
Testings: Insights from NUVE Lab’s

Hybrid Setup ⋆

Sarthak Acharya ∗ Aparajita Tripathy ∗∗ Juho Alatalo ∗∗∗

Pekka Seppänen ∗∗ Aki Lamponen ∗∗ Jukka Säkkinen ∗∗
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Abstract: Research and innovation in Vehicle-in-the-loop (VIL) testing is garnering more
attention than ever. Integrating cyber-physical systems (CPS) into the VIL setups further
enhances their functionality and hybridise the testings. Setting up any VIL infrastructure
involves substantial investments and thus requires critical analysis of the resources to achieve the
intended results. This study focuses on such a VIL testing infrastructure development at NUVE-
Lab, aiming to provide state-of-the-art facilities for hybrid automotive testing. The facility
includes physical components such as a heavy tractor (Valtra), dynamometers, an Actuators
power need generation system (APGS) system, and battery emulators (BE), complemented by
digital twins (DTs) of each physical machine, process, and environment to automate the testing
facilities. This research examines various interoperability challenges within the current VIL
framework. Three distinct testing scenarios are created to assess the overall functionalities of
the hybrid setup: dynamometer-in-the-loop, APGS-in-the-loop, and BE-in-the-loop. Analyzing
individual cases highlighted the need for different modeling and simulation (M&S) tools to
develop digital twins. Among the tools, SIMULINK is used to build and refine the models
of DTs, whereas MATLAB is used to develop control algorithms. The study also explores the
adoption of Functional Mock-up Interface (FMI) standards to facilitate seamless interoperability
among modeling and simulation tools. Additionally, the potential integration of the Eclipse
Arrowhead framework (EAF), an IoT-edge based automation tool, is discussed to enhance
efficient data management, service interoperability, and the integration of various cyber-physical
system components. In conclusion, this paper outlines the interconnection of the digital and
physical platforms to evolve a hybrid VIL test laboratory, envisioning the future trajectory of
the NUVE-Lab.

Keywords: Digital Twin (DT), Interoperability, Vehicle-in-the-loop (VIL), Eclipse Arrowhead
Framework (EAF), MATLAB, SIMULINK.

1. INTRODUCTION

Vehicle-in-the-loop (VIL) is an automotive testing method
which combines real machines with virtual simulations,
rather conducting purely virtual tests. Advanced level of
testings in the design phase with reasonable costs and
enhanced safety features have accelerated special research
attentions to this field in recent years Cheng et al. (2024).
The focus of the traditional VIL setups was to incorporate
different hardware and software in the loop for testing
facilities. However, the inclusion of industry 4.0/5.0 com-
plaint technologies has introduced hybrid VIL test setups.
⋆ The financial support received from the European Union NextGen-
erationEU instrument which is funded by the Research Council of
Finland under grant number 352726.

State-of-the-art testings and validations with hybrid se-
tups are made possible by integrating cyber systems with
physical processes, digital twins (DTs), communication
(5G/6G), internet of things (IoTs), augmented reality
(AR) and Virtual reality (VR) technologies, artificial intel-
ligence (AI), machine learning (ML) algorithms, cloud and
edge computing and others Zhao et al. (2023). However,
addition of diverse technologies increases complexity and
interoperability concerns for the interconnected systems
Lv et al. (2024). One such cyber-physical-system-based
hybrid VIL research infrastructure, at NUVE lab in Oulu,
Finland, is discussed in this paper.

Cyber-Physical Systems (CPS) combine computational
and engineering fields to develop systems that connect the



physical and digital realms. These systems incorporate in-
tricate networks, control systems, information fusion, and
optimization techniques Su et al. (2022). These systems
have the potential to revolutionize various domains by
enabling advanced functionalities and automation. How-
ever, the implementation of CPS is accompanied by several
challenges. One significant challenge is the diverse nature
of technologies and standards, leading to interoperability
issues that hinder seamless communication and integration
among different subsystems within CPS Chaudhry et al.
(2019). Among others, digital twin technologies (DTTs)
have been observed as a core component of CPS for
creating the virtual representation of physical objects or
systems. The diverse nature of digital twin implementa-
tions, with various data structures and interfaces, hinders
the interoperability between different digital twins Wang
et al. (2023). Additionally, enabling real-time dynamic
interactions between the simulation world and the physical
world through digital twins introduces complexities in
ensuring consistent and reliable data exchange, posing a
challenge to achieving seamless interoperability. Therefore,
IoT-based automation tools are effective for interoperabil-
ity in such hybrid setups. Eclipse Arrowhead framework
(EAF) is one such potential tool for interoperability solu-
tions and considered for NUVE’s VIL setup.

The creation and optimization of digital twins (DTs) in
VIL setups are dependent on various modelling & simu-
lation (M&S) tools. The test-bench-based hybrid testing
methods require the simulation of the environment in
order to provide realistic inputs for the device under test.
These simulation inputs need to be generated in real-time,
which narrows down the choice of the simulation tools and
excluding all the software which need heavy computing
(such as FEM-tools). To keep the number of the simula-
tion software reasonable, we are going to use Mevea and
MATLAB/SIMULINK as the main tools in this research
project. Mevea is a software for real-time simulation of me-
chanics, hydraulics, power transmission and the operating
environment (Mevea (2024))). MATLAB/SIMULINK is a
software for modeling and simulating dynamic systems in
multiple domains (Mathworks (2024b)).

In this paper, we aim to study the hybrid VIL setup
in NUVE-Lab at the Oulu Applied Science Univer-
sity(OAMK), Oulu, Finland. The laboratory setup con-
sists of a Valtra tractor, 4 dynamometers, an APGS
system, and a battery emulator as physical components.
Whereas, the counter the digital models of the tractor
are designed in the Mevea environment for simulation and
testing Oulu Univesity of Applied Science (OAMK) (2023).
A few digital counterparts are modeled using SIMULINK
as well. One of the primary objective is to study the
interoperability challenges across various test scenarios.
Next, to analyze the usability of existing Internet of Things
(IoT) middleware and Open-source platforms as potential
candidates to overcome the hurdles. Thus, two important
research questions (RQs) are formulated:

RQ-1:What are the essential components to be considered
in setting up a hybrid VIL setup?

RQ-2:What are the key interoperability challenges in a
hybrid VIL environment?

The outline of the paper is as follows: background and
key enablers for the hybrid VIL is mentioned in section 2.
The research process and context followed are presented
in section 3. Section 4 illustrates the key findings of the
research work. Then, the results are discussed in section
5. Lastly, the conclusion and future scopes of the work are
presented in section 6.

2. BACKGROUND

In this section, a summary of the recent works related to
the vehicle-in-the-loop (VIL) testing is presented.

2.1 VIL Testbench Setup: SOTA & Concepts

Vehicle-in-the-loop technique is the combination of real-
world vehicles with virtual environments to perform ex-
periments in a cost-efficient way Park et al. (2020). The
experimental setups for vehicle-in-the-loop (VIL) testing
vary with infrastructures based on specific research objec-
tives, testing precision, accuracy of experiments, available
technologies, and resources. However, there is a core set
of basic requirements to establish a functional VIL test-
ing environment, including physical vehicles (hardware),
simulation software, data acquisition systems, computing
infrastructure, and safety measures Cheng et al. (2024). To
validate the results, there are 3 basic testing approaches:
simulation, hybrid (closed-field), and real (on-road) testing
Solmaz et al. (2020). Simulation tests are the most eco-
nomical and low in accuracy as they only involve digital
twins and software. On the other hand, real tests include
the physical vehicles in real-world scenarios which are
highly expensive but most accurate. Therefore, hybrid
tests are often considered as optimal solution as they
take both hardware and software in the loop to perform
experiments.

2.2 Challenges in VIL setup

VIL testing setups have proven their worth for automotive
research and development but it faces several challenges.
One of the complexities in setting up a VIL laboratory
involves a huge investment in infrastructure. Integration of
various hardware and software platforms, maintenance and
updates of the technologies, and scalability are among the
top challenges. However, in this study, we only investigate
and focus on the technical challenges associated with the
implementation of VIL. The list of challenges is as follows:

• System Integration & Compatibility
• Connectivity & V2X Communication
• Real-time processing
• Data Acquisition & Handling
• Scalability & Flexibility
• High-Fidelity Sensor Simulations
• Mixed Reality & Enhanced Immersion
• Standardization & Benchmarking

Integration of advanced technologies such as radar target
simulation and environment perception simulation in VIL
testing poses technical challenges Maier et al. (2018). The
integration phase is particularly complex due to the nu-
merous components in modern vehicles Rossi et al. (2017).
Additionally, the growing complexity of automotive cyber-
physical systems and the verification challenges posed by



Fig. 1. Overview of the Vehicle-in-the-loop Testing in NUVE-Lab.

distributed software in vehicles create difficulties Raghu-
patruni et al. (2019). There is also a pressing need for
simulations that accurately reflect the complexity of real-
world testing environments Babić et al. (2020). Moreover,
thorough testing for autonomous vehicles remains a major
challenge Chen et al. (2020).

2.3 Role of Simulation & Modelling Platforms

Modelling in general requires a lot of modelling expertise
and is labor intensive, although in this project we are
modifying the existing Valtra tractor model introduced by
Jaiswal et al. (2019). The real-time demand of the simu-
lation models also restricts the choices made in modelling
and reduces the details which can be applied to the model.

In this research a setup will be made, where the hydraulic
system of the tractor is modelled in Simscape and the
front loader is modelled in Mevea. The simulation is
performed as a co-simulation where the Simscape model is
exported as a functional mock-up unit (FMU)to the Mevea
environment (FMI (2024)). The use of the FMU in co-
simulation requires a lot of adaptation of the models and
can emerge various issues due to the varying modelling
principles in different software.

2.4 Role of CPS, DTs & IoT Platforms

IoT platforms and frameworks play a significant role in
enabling Vehicle-in-the-Loop (VIL) testing by offering the
necessary infrastructure for connecting and monitoring
all the components used in the testing procedure. These
platforms allow the seamless integration of IoT devices,
sensors, and communication technologies within the VIL

setup, enabling the exchange of real-time data and con-
trol functions. There are numerous IoT frameworks and
platforms currently being used by industries including,
the Eclipse Arrowhead Framework, AUTOSAR, BaSys,
FIWARE, OCF, IoTivity, and more Paniagua and Delsing
(2020). The Eclipse Arrowhead framework has been se-
lected for GORI project to develop networked connectivity
between different VIL setups using local cloud automation.

2.5 Industry Complaint Open-source IoT Framework

The Eclipse Arrowhead Framework (EAF) is an open-
source industrial IoT framework that provides interop-
erability solutions in Industry 4.0.Delsing (2017). This
framework is built on the principles of SOA (Service
Oriented Architecture) and leverages the concept of local
clouds. Here, a local cloud is a network of interconnected
systems and services that function within a limited envi-
ronment, usually within a particular organization, stake-
holder, or region. This architecture emphasizes Standard-
ized communication, late binding, loose coupling, cyber-
security, scalability, Dynamic service Discovery, and multi-
stakeholder integration. The framework enables real-time
communication between different systems irrespective of
the technology being used by within a local cloud or
between systems registered in different local clouds. The
framework is compatible with several communication pro-
tocols, including HTTP, COAP, MQTT, and OPC UA,
as well as transport protocols such as TCP, UDP, and
DTLS/TLS. To facilitate interaction between systems, it
provides three mandatory core systems. The mandatory
core systems are:



(1) the Service Registry system which records the services
currently being offered,

(2) the Authorization system that controls system-to-
system authorization at a detailed level for secure
service exchange,

(3) the Orchestrator system that enables the consumer
application to discover the required service endpoint
at run time.

In addition to the core systems, there are client systems
which essentially function as application systems, either as
providers or consumers, that seek to establish communi-
cation with one another. Each core system and provider
system offers a set of services that are registered with the
ServiceRegistry and includes a specific set of interfaces,
metadata, and service paths. Any system that wishes to
utilize a service must request the service address from
the Orchestrator system during runtime. The Orchestra-
tor verifies with the ServiceRegistry if the service is now
accessible and then consults the Authorization system to
determine if the exchange of the specific service is approved
between the two systems. After the verification process
is completed successfully, the Orchestrator provides the
relevant service endpoint in response. The consumer sys-
tem directly contacts the service-provider system. The
framework also employs the Gatekeeper and Gateway core
systems to provide inter-cloud communication.

2.6 NUVE-Lab Vision

In NUVE-Lab, the ongoing research is focused on build-
ing hybrid VIL testing platform that can accommodate
cutting-edge automotive research and development. The
current laboratory setup is shown in figure 1. Further
optimization of digital twins by accurately replicating the
physical entities will enhance the applications such as
predictive maintenance, real-time monitoring, fault diag-
nosis and etc. Different test scenarios will further be de-
veloped by integrating sensors, actuators, programmable
logic controllers (PLCs),and, Lidars.The longer-term goal
is to enable testings across a wide range of vehicles both
with physical and digital prototypes. This will leverage fa-
cilities to test all types of prototypes before the realization
products.

3. RESEARCH PROCESS & CONTEXT

This section explains the research process followed to an-
alyze the integration of physical and software components
of the current VIL setup at NUVE lab. To carry out a
systematical investigation of the inter-connectivity and
interoperability concerns, three test scenarios are devel-
oped (as shown in Figure 2. In the first scenario (T1),
dynamometer is attached to the vehicle to perform tests,
testing setup is shown in figure 2. Second case (T2) is
for testing hydraulic systems by attaching an Actuators
Power Need Generation System (APGS) to the vehicle. In
the third setup (T3), a battery emulator is connected to
the vehicle. All the test scenarios are explained in section
4.

3.1 Challenge Identification

To investigate the interoperability challenges, all the con-
nections are labeled (A, B, C, ...,J) in each test scenario.
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Fig. 2. Test Scenarios in NUVE’s VIL Setup: (T1) Dy-
namometer Testing with the Vehicle; (T2) Hydraulics
System testing with the Vehicle; (T3) Battery Emu-
lator testing with the Vehicle.



Table 1. Challenges Identified for all the 3 Test Scenarios

Connection Type
Identified Challenge(s)

Dynos-in-the-loop (T1) APGS-in-the-loop (T2) BE-in-the-loop (T3)

A P-P
- Mechanical setup and configurations
- Version Maintenance and Upgradations
- Software Integration

- Electrical setups
- Control system integration
- Version Maintenance

- Electrical Compatibility
- Interface Management

B P-D
- Protocol Mismatch
- API Compatibility
-Maintenance and Upgradations

Not Available
- Protocol Mismatch
- API Compatibility
-Maintenance and Upgradations

C P-D
- Communication Protocols
- Latency

Not Available
- Protocol consistency
- Control system-software integration
- Latency

D D-D

- Data Exchange
- Protocol Mismatch
- Version compatibility
- Latency (better than connection ’F’)

Not Available

- Data Exchange
- Protocol Mismatch
- Version compatibility
- Latency

E D-D

- API compatibility
- Model Accuracy
- Version compatibility
- Data Format and representation

Not Available

- Creation of DTs
- API compatibility
- Model Accuracy
- Version compatibility
- Data Format and representation

F D-D

- Protocol Compatibility
- API compatibility
- Latency (UDP loop)
- Model Accuracy

Not Available

- Protocol Compatibility
- API compatibility
- Data format Compatibility
- Latency
- Model Accuracy

G P-P

- Protocol Mismatches (CAN to Modbus/
Ethernet/IP)
- Latency
- I/O Compatibility
-Integration with other systems

- Protocol Mismatches (CAN to Modbus/
Ethernet/IP)
- Latency
- I/O Compatibility
-Integration with other systems

Not Available

H P-D
- Data Exchange and Latency
- Digital Twin Accuracy
- Scalability

- Creation of Digital Twins (DTs)
- Data communication
- Integration with other systems
- Refinement of DTs

Not Available

I D-D
- Model Accuracy
- Data Format Compatibility
- Integration of Physics Simulators

Not Available Not Available

J P-P Not Available
- Protocol consistency
- Control system-software integration
- Latency

Not Available

Three main categories of the connections, shown in the
figure 2, physical to physical (P-P), physical to digital (P-
D), and digital to digital (D-D). Identified challenges are
mentioned in section 4.

4. RESULTS

4.1 Dynamometer-in-the-Loop Testing (T1)

In this test setup, the dynamometers are tested with the
vehicle, as shown in figure 2. All the connections and iden-
tified challenges are mentioned in table 1. Dynamometers
connected with the vehicle (Valtra tractor) are controlled
by STARS automation software and exchange data with
the digital twin setup. Digital twins are created in Mevea
tool and updated in real-time using SIMULINK models.
Some of the significant interoperability challenges faced in
this VIL testing are protocol compatibility, latency, API
compatibility and software integration.

4.2 APGS-in-the-loop Testing (T2)

In the second test setup, an Actuator power need gener-
ation system (APGS) system has been tested in the VIL.
The test setup is shown in figure 2 and identified challenges
are mentioned in table 1. This test setup is optimized in
terms of number of connections (compared to T1). One
of crucial part is to create digital twins with granular

information from its physical counterparts. Other chal-
lenges include protocol mismatching, input-output (I/O)
compatibility, latency and etc.

4.3 Battery Emulator-in-the-Loop Testing (T3)

The third setup is to test battery in the hybrid VIL setup.
The experimental setup is presented in figure 2. Most of
the connections in this setup have familiarity with the first
test-case (T1). The identified challenges are listed in table
1. Some essential interoperability barriers in this testing
are achieving real-time data and feeding into the twin of
the battery. Software integration with the control systems
is very crucial for this test setup and can possibly need
middleware solutions in future.

5. DISCUSSIONS

5.1 Dynamometer-in-the-Loop Testing (T1)

In the dynamometer-in-the-loop test case, the Valta trac-
tor mounted on dynamometers interacts with Mevea soft-
ware, where the multibody dynamics model of the tractor
and the virtual environment are modelled (as shown in fig-
ure 2). The purpose is to evaluate the performance and the
behavior of the tractor under realistic driving conditions,
without the need for a physical test track. For example in
one case, the Mevea software (DT setup) receives the wheel



Table 2. Analysis of each connection & Possible Arrowhead Solutions

Connection Type (Test Case) EAF Mapping Feasibility

A, J P-P (T1, T2, T3) Creating individual Arrowhead applica-
tion systems for vehicles and dynamome-
ters that can connect to sensors and actu-
ators of the hardware. These systems can
then provide services that collect, store,
and manage these sensors and actuator’s
data.

The sensors and actuators’ information
from the hardware can be easily extracted
at the next connection levels. Hence, us-
ing Arrowhead at this point is not recom-
mended.

B P-D Creating individual Arrowhead applica-
tion systems for the vehicle and STAR
automation that can exchange information
with each other and control the actuators
in the vehicle through Arrowhead services.

Using Arrowhead at this point is not rec-
ommended to avoid latency.

C P-D Creating individual Arrowhead applica-
tion system for the dynamometers and
STAR automation that can exchange in-
formation with each other and control the
actuators in the vehicle through Arrow-
head services.

This will create unnecessary latency.
Hence, using Arrowhead at this point is
not recommended.

D D-D Creating individual Arrowhead applica-
tion systems for STAR Automation and
SIMULINK/MATLAB where information
exchange between the two systems takes
place via the Arrowhead service exchange
process.

Arrowhead can be useful if it can avoid
additional latency.

E D-D Creating individual Arrowhead applica-
tion systems for SIMULINK/MATLAB
and Mevea. The SIMULINK system can
send the input(torque) values to the Me-
vea through the Arrowhead service ex-
change process. After the testing the DT
against the input value at Mevea, the Me-
vea system can send the outputs (speed of
the tires) to SIMULINK system.

Arrowhead can be used in this scenario
as it can be useful to store the test data
in a standardized way (senML) into the
DataManager (DM), provided it avoids
latency.

F D-D Creating individual Arrowhead applica-
tion system for STAR automation and Me-
vea, that can exchange information like
torque and speed securely via the Arrow-
head service exchange process.

Arrowhead can be used to establish a di-
rect communication between the two enti-
ties if there are no SIMULINK models in
the loop for testing.

G P-P Creating individual Arrowhead applica-
tion system for the vehicle and PLC that
can connect to sensors and actuators of
the Vehicle to the PLC I/O ports. These
systems can then provide services that
collects, stores and manages these sensors
and actuators data.

The sensors and actuators information
from the vehicle can be easily extracted
from the PLC directly. Hence, using Ar-
rowhead at this point is not recommended.

H P-D Creating individual Arrowhead applica-
tion system for the PLC and Mevea. The
PLC system can provide services to read
the input and output signals from the PLC
and send those information to the Mevea
system for testing. The Mevea system can
send the output values back to the PLC
via Arrowhead service exchange process.

Arrowhead can be utilized here in order
to exchange data in a secure way and also
to store the data into the Datamanager
(DM). Changes to the hardware (like sen-
sors and actuators) can be handled at run
time though the automatic service discov-
ery of new services resulting in reduced
engineering effort.

I D-D Creating individual Arrowhead applica-
tion system for Unity and Mevea and ex-
change information between the two sys-
tems using Arrowhead service exchange
process and TCP protocol.

Arrowhead can be utilized. Latency needs
to be tested. (Best suited when Mevea and
Unity operating in different networks or
locations.)

speed data from the dynamometers and uses it to calculate
the motion of the simulation model of the tractor in the
virtual environment. The Mevea software also calculates

the driving resistance that the tractor model encounters
in the virtual environment, based on the position and
velocity of the simulation model, and the characteristics of



the environment. Therfore, introperability of data between
the physical and digital parts are must.

The communication between Mevea software and Horiba
system (STARS automation) has to be routed through
Matlab/SIMULINK, because at the moment the Horiba
and Mevea have no abilities to communicate directly to
each other. This might cause extra latency, but the current
setup appears to be a working solution based on the
preliminary communication tests done in NUVE-Lab.

5.2 APGS-in-the-loop Testing (T2)

In the APGS-in-the-loop testing scene the hydraulic sys-
tem of the Valtra tractor is connected to the APGS sys-
tem, which can control the hydraulic load of the main
hydraulic line and the pressure of the load-sensing line.
The performance of the tractor’s hydraulic system can be
evaluated without the need of any auxiliary equipment,
such as a front loader. Alternatively, we can also test
how the tractor reacts to the auxiliary equipment with-
out actually mounting the equipment to the tractor. The
Mevea software is used to build a multibody dynamics
model of the front loader and the model of the hydraulic
system of the Valtra tractor. The modelling can also be
done by using Simscape (Mathworks (2024a)), which is an
extension for the SIMULINK. The simulation model of the
front loader experiences different kinds of loads generated
in the virtual environment, such as lifting. The front loader
movement is controlled by giving control commands in the
virtual environment.

The simulation model provides the pressure and flow
information of the hydraulic fluid to the APGS system,
which in turn generates similar pressure and flow in the
real world in order to load the tractor’s hydraulic system
accordingly. The speed of the tractor’s hydraulic pump can
be measured and sent to the simulation model in order to
create a feedback loop. This way, a realistic system that
mimics the behavior of the tractor and the front loader in
different operating conditions can be created.

The FMU adaptation requires resolving several compati-
bility issues, such as data types, input/output variables,
initialization methods, and solver settings. The collabora-
tion with the software supplier is working exemplary and
the raised questions have been resolved without delays, al-
though fully working test model is still under construction.

The APGS system communicates with Mevea through
Bechhoff/EtherCAT. This has been tested and the tenta-
tive results show that the solution works. This raises the
question would it be possible also Mevea to communicate
with Horiba system via EtherCAT. This would eliminate
the need for the SIMULINK between Mevea and Horiba
and would possibly increase the communication speed.

5.3 Battery Emulator-in-the-Loop Testing (T3)

In this testing case, the battery emulator is yet to be
fully integrated in the hybrid VIL setup. To ensure,
seamless communication between the physical setup and
digital twin setup, compatibility across protocols and data
consistency is required. Another important aspect at this

moment is to create accurate digital twin, which can
simulate unforeseen conditions. To work on the mentioned
interoperability challenges, adaptation of IoT middleware
solutions to the current VIL setup is needed. One such
framework is analysed below.

5.4 Logical Reflections on AH Potential to NUVE-VIL
context

Utilizing the industry 4.0 IoT frameworks in VIL testing
offers several benefits. The benefits encompass ensuring
data quality management, efficient data processing, and
enhanced data security practices Javed et al. (2019)Mishra
et al. (2015). The EAF follows the principles of Industry
4.0, offering the same advantages outlined earlier. The
basic steps in utilizing EAF in any connection are to
create an Arrowhead application system for each end of
the connection and then establish communication through
the service exchange process of EAF explained earlier in
section 2.5. In order to gain a deeper understanding of how
EAF might be employed, Table 2 presents a comprehensive
list of the connections between the various components and
systems in NUVE Lab, as well as how EAF can optimize
the data exchange process.

One of the primary benefits of Arrowhead is its ability to
automatically discover new services during execution. This
feature is particularly valuable in the continuously evolv-
ing manufacturing landscape, characterized by frequent
hardware and software changes.utomatic service discov-
ery techniques minimize the effort needed to synchronize
changes in the physical world with the digital realm. For
instance, changes in the physical world, like switching
between sensors or PLCs, can be easily handled during
execution Tripathy et al. (2022). This will significantly
reduce the effort involved in re-engineering.

5.5 Threads to Validity

The hybrid VIL setup discussed in the paper is an ongoing
research work at NUVE lab at OAMK, Oulu.

Internal validity This study is based on the practical
work at the laboratory. Therefore, a possible threat of
the study findings includes missing the relevant data. We
employed a thorough literature survey on the existing liter-
ature to analyse our findings .In external Validity, concerns
the generalizability of the findings and diversification of
technologies across different setups. To mitigate this all
the available industrial reports and gray literature were
refereed to validate the findings.

6. CONCLUSION AND FUTURE WORK

In this paper, a hybrid VIL setup of NUVE lab is demon-
strated. This study is focused on building of a hybrid
VIL environment to assess advanced automative testing
capabilities. Interoperability is observed as a key factor in
building such setups while integrating CPS, DTs, software
components, and other industry complaint technologies.
The study highlighted the requirements and challenges
for transitioning of traditional VIL to a hybrid testing
platform. The physical infrastructure is integrated with
cyber-physical- systems to facilitate the advanced level



testings. Three test scenarios, including dynamometer-
in-the-loop, APGS-in-the-loop, and Battery emulator-in-
the-loop, have been designed to investigate and explore
the interoperability challenges. The role of modelling and
simulation (M&S) platforms to develop and refine the
digital twins is reviewed. In addition, the potential of Ar-
rowhead framework to facilitate interoperability in hybrid
VIL setup is examined. These insights from the NUVE lab
also lays a foundation for creating more innovative hybrid
VIL setups in future.

This is an ongoing research project and the future work is
focused on finding engineering solutions to the existing in-
teroperability concerns. Arrowhead framework will further
be tested to enhance the interoperability among digital
twins, data management, scalability, and collaboration
purposes. Furthermore, creation and refinement of digital
twins to achieve better accuracy in mimicking physical
components and processes will be focused. The ultimate
vision of this hybrid VIL laboratory is to facilitate state-
of-the art automotive testing and innovation.
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