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Abstract

In this paper, we address the ground-to-air (G2A) localization problem using a crowd-
sourced network with a mix of synchronized and unsynchronized receivers. First, we use
a dynamic model to represent the offset and the skew of the unsynchronized receivers.
This model is then used with a Kalman filter (KF) to compensate for the drifts of the
unsynchronized receivers’ clocks. Subsequently, the location of the aerial vehicle (AV) is
estimated using another KF with the multilateration (MLAT) method and the dynamic
model of the AV. We demonstrate the performance advantages of our method through a
dataset collected by the OpenSky network. Our results show that the proposed dual KF
method decreases the average localization error by orders of magnitude compared with a
solo multilateration method. In particular, the proposed method brings the average local-
ization error from tens of kilometers down to hundreds of meters, based on the considered
dataset.

Keywords— Localization, multilateration, synchronization, Kalman filter, dynamic clock model,
TDoA, unmanned aerial vehicle (UAV)

1 Introduction

Unmanned aerial vehicles (UAVs) are projected to outgrow manned aerial vehicles (MAVs) by several
orders of magnitude over the next 20 years [1]. With UAVs entering the civil airspace, air traffic control
(ATC) must expand to handle their coexistence with MAVs. However, many technical issues arise in
current ATC systems such as sparse coverage and vulnerability to spoofing devices [2,3]. Moreover,
unlike the MAVs safety system, which includes onboard navigation aids, a pilot to intervene, and ground
ATC, UAVs safety systems depend primarily on ground ATC due to size and power limitations. To
this end, crowdsourced ATC networks have gained considerable focus over the past decade [3–5].

Crowdsourced ATC uses widely distributed off-the-shelf sensors to record broadcast messages from
aerial vehicles (AVs) [4]. Capturing AV broadcasts at multiple ground receivers, allows one to localize
the AV using multilateration (MLAT) [6]. Conventional MLAT methods are based on received signal
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strength (RSS), time of arrival (ToA), or time differences of arrival (TDoA). Both RSS and ToA based
methods require knowledge about some of the transmitter’s characteristics, such as the transmit power
and the local clock [7–9]. Such information is not necessary for TDoA-based methods, making it a
favorable choice with MLAT [6,10]. However, localization using MLAT with TDoA requires the clocks
of all receivers to be synchronized [9]. Unfortunately, this is not the case in the current crowdsourced
ATC networks, as they include many unsynchronized receivers [11].

In this work, we address the ground-to-air (G2A) localization problem using a crowdsourced network
with a mix of synchronized and unsynchronized sensors. Firstly, we model the clock’s dynamic behavior
of the unsynchronized receiver. This model is then used with a Kalman filter (KF) to compensate for
the drift of the unsynchronized clocks. Subsequently, the location of the AV is estimated using another
KF with the TDoA-based MLAT and the dynamic model of the AV.

The rest of the paper is organized as follows. In Section 2, we introduce system assumptions and
the TDoA method. Section 3 presents the dual KF method with both the dynamic clock model and
the AV dynamic model used. Subsequently, we present our experimental results in Section 4. Finally,
the conclusion is presented in Section 5.

Notation: Italic letters, simple bold letters, and capital bold letters represent scalars, vectors, and
matrices, respectively. We use (a1,a2, . . . ) to represent a sequence and [a1,a2, . . . ]T to represent a
column vector, with [.]T being the transpose operator. We use x̂ to denote the estimate of x and x− to
denote the a priori of x.

2 System Model

Consider a ground-based crowdsourced ATC network deployed to localize and track aerial vehicles,
as illustrated in Fig. 1. We assume that AVs send periodic radio frequency (RF) signals which are
received by N receivers, denoted by Rx1, Rx2, ..., RxN . The receivers register the signal’s ToAs and,
subsequently, forward them to a centralized station where the location of the corresponding AV is
estimated. Consider MLAT with TDoA, the TDoA associated with the i-th receiver, Rxi and the j-th
receiver, Rxj , is tj − ti , where ti and tj are the ToAs at Rxi and Rxj . Accordingly, one can define the
difference in distance di j as

di j := di − dj
= (ti − to)c − (tj − to)c = (ti − tj )c , (1)

where c is the speed of light, to is the AV clock time, and di and dj are the distances from the AV to
Rxi and Rxj , respectively. The distance from the AV to the i-th receiver is expressed as

di =
√
(xi − x)2 + (yi − y)2 + (zi − z)2 , (2)

where (x, y, z) is the AV position and (xi, yi, zi) is the position of Rxi with i = 1,2, ...,N. Without loss
of generality, the origin of the Cartesian coordinate system is set at Rx1, i.e., (x1, y1, z1) = (0,0,0).
Consequently, using (2), d1 can be written as

d1 =
√

x2 + y2 + z2. (3)

Now, following [9,12], the position of the AV, defined as q̃ := [x̃, ỹ, z̃]T, can be calculated from

q̃ =
(
BTB

)−1
BT (d1A +D) . (4)

In (4), B, A, and D are matrices expressed as

B =


x2 y2 z2
x3 y3 z3
...

...
...

xN yN zN


, A =


−d21
−d31
...

−dN1


, D =

1

2


D2
2 − d2

21

D2
3 − d2

31
...

D2
N − d2

N1


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synchronized nodes

unsynchronized nodes

Figure 1: Localizing and tracking of aerial vehicles using a ground-based crowdsourced network.

where

D2
i = x2i + y2i + z2i . (5)

Equation (4) contains d1, which is unknown. Substituting (4) into (3) yields a quadratic equation in
d1. Solving for d1 and substituting the positive root back into (4) gives the final solution for q̃. In
the case of two positive solutions for d1, we choose the one that lies in the domain of interest, e.g.,
the one that presents a positive altitude [12]. To obtain an accurate position, all receivers need to be
synchronized. However, in crowdsourced ATC networks, receivers are of two categories: synchronized
receivers, with clocks that are constantly GPS synchronized, and unsynchronized receivers, with clocks
that are subject to drifts. Therefore, we introduce our dual KF method, which is detailed in the
following section.

3 Dual Kalman Filter Method

In this section, we introduce our dual KF method. The first KF uses a dynamic clock model to
compensate for the clock drifts of the unsynchronized receivers. The second one uses the AV dynamic
model to localize and track the targeted AV.

3.1 Receiver’s Clock Dynamic Model

When unsynchronized receivers are involved in the localization process, TDoA produces a localization
error that is proportional to the clock drifts. In order to compensate for the clock drifts in unsynchro-
nized receivers, we use a dynamic clock model [13,14]. The time reported by a clock is characterized
by an offset θ(k) and the skew α(k). The skew is the offset’s rate of change, i.e., the slope of the offset.
Accordingly, the clock dynamic model can be written as

θ(k) = θ(k−1) + α(k−1)τ(k−1) + ηo(k) (6)

where τ(k) the sampling period at the k-th sample, and η(k) is a zero-mean normally distributed noise.
In order to use the model in (6) to synchronize clocks, one needs to estimate α(k). The time-varying
skew can be modeled using an auto-regressive (AR) process. Consider an AR model with order M, the
skew can be written as [14]

α(k) =

M∑
i=1

biα(k−i) + ηs(k) (7)

where bi ’s are the AR coefficients, and ηs(k) is a zero-mean Gaussian noise. In order to estimate the
coefficients bi ’s, training data is needed. This training data can be obtained from a known AV.

Ideally, a clock model can estimate the clock behavior accurately. However, clocks are affected by
other factors such as temperature and humidity. These factors have a nondeterministic influence on
clock behavior, which prevents an exact clock model from tracking clock behaviors precisely. Therefore,
we propose a KF to track the time-varying skew and offset using the model presented in (6).
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3.2 Aerial Vehicles Dynamic Model

The movement of the AV is modeled as a dynamic system. Given the periodic transmissions from an
AV, the state vector at the k-th transmission is written as

s(k) = [x(k), y(k), z(k), Ûx(k), Ûy(k), Ûz(k)]
T ∈ R6, (8)

where the sequence (x(k), y(k), z(k)) denotes the position of the AV, and ( Ûx(k), Ûy(k), Ûz(k)) represents its
velocity. Moreover, the input of this dynamic system is represented by the AV’s acceleration which, at
the k-th transmission, is given by

u(k) = [ Üx(k), Üy(k), Üz(k)]
T ∈ R3, (9)

where the sequence ( Üx(k), Üy(k), Üz(k)) represents the acceleration of the AV. Now, assuming four receivers
are available, one can use (4) to calculate the AV’s position. Consequently, we express the k-th mea-
surement vector q̃(k), which is the calculated position from (4), as

q̃(k) := [x̃(k), ỹ(k), z̃(k)]
T ∈ R3. (10)

Finally, the dynamic system can be written as

s(k) = Φ(k−1) s(k−1) + β(k−1) u(k−1) +w(k−1), (11)

q̃(k) = Hs(k) + v(k), (12)

where Φ(k) ∈ R
6×6 is the state transition matrix, β(k) ∈ R

6×3 is the input matrix, u(k) ∈ R
3 is the

model input vector, and H ∈ R3×6 represents the measurement matrix. Moreover, in (11) and (12),
vectors w(k) and v(k) represent the model and measurement noise, respectively. They are assumed to
be independent and normally distributed, i.e.,

w(k) ∼ N(0,Q(k)) with Q(k) = E[w(k)w
T

(k)],

v(k) ∼ N(0,R(k)) with R(k) = E[v(k)v
T

(k)],

where E[.] denotes the expected value. Now, the KF formulation including the predictions and the
updates is expressed as [15]

Predict:

ŝ−
(k) = Φ(k−1) ŝ(k−1) + β(k−1) u(k−1) (13)

P−
(k) = Φ(k−1)P(k−1)Φ(k−1) +Q(k−1) (14)

Update:

G(k) = P−
(k)H

T(HP−
(k)H +R(k))

−1 (15)

ŝ(k) = ŝ−
(k) +G(k)(q̃(k) −Hŝ−

(k)) (16)

P(k) = (I −G(k)H)P
−
(k) (17)

where I is an identity matrix, P(k) ∈ R
6×6 is the state error covariance matrix, and G(k) ∈ R

6×3 is the
KF gain. The KF presented in equations (13)-(17) is able to overcome the Gaussian noise with the
estimated locations.

A summary of the dual KF method is presented in Algorithm 1. The algorithm works as follows.
With each broadcast from AVs, the algorithm collects the ToA from all available receivers (curren-
tReceivers). Subsequently, it checks the type of each receiver. For each unsynchronized receiver (i.e.,
type == unsynced), it runs the first KF (KF1) with the corresponding clock model to compensate for
the clock offset. The ToAs are used to calculate TDoAs, which are subsequently used to estimate the
location using MLAT. The estimated location is then processed using a second KF (KF2) with the AV
dynamic model to obtain the final location estimate.
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Algorithm 1 Localizing and tracking of AVs using dual KF method

1: Input: AV, AVDynamicModel, clockDynamicModel, receivers: Rx1, Rx2, ...
2: Output: Estimated location of the AV (locationEstimate)

3: while True do
4: Msg ← newBroadcastMessage(AV)
5: currentReceivers ← receivers.hasReceived(Msg)
6: N ← count(currentReceivers)
7: ToAs ← currentReceivers.getToAs(Msg)
8: for ∀ currentReceivers where type == unsynced do
9: ToAs ← KF1(ToAs, clockDynamicModel) # using (6), (7)

10: end for
11: TDoAs ← calculateTDoAs(ToAs)
12: if N ≥ 4 then
13: locationEstimate ← MLAT(TDoAs, currentReceivers.location) # using (4)
14: locationEstimate ← KF2(locationEstimate, AVDynamicModel) # using (13)-(17)
15: end if
16: end while
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Figure 2: A Comparison between the proposed dual KF and other tracking methods. (a) AV’s trajectory is
parallel to the receivers’ positions. (b) AV’s trajectory is perpendicular to the receivers’ positions.

4 Experimental Results

In this section, we assess the performance of the proposed method when applied on a dataset collected
by the OpenSky Network1. The dataset consists of ADS-B messages sent from aircraft and received
using distributed synchronized and unsynchronized receivers. Although the dataset is based on MAV,
the performance analysis is also valid for other AV. This due to the fact that the line of sight channels
are rather dominant at altitudes above 200 m [7], leading to a steady TDoA performance above this
altitude. The dataset includes the locations of the receivers, the ToA at reach receiver, the aircraft
ID, and the true position of the aircraft. The true position is used to calculate the localization error.
Considering a 3D Cartesian coordinate system, we defined the localization error as

ε =

√
(x − x̂)2 + (y − ŷ)2 + ((z − ẑ)/10)2 , (18)

1https://opensky-network.org
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Table 1: Average localization error in Figure 2a

Method Average localization error [m]

MLAT 104×103

MLAT + KF with clock model 1300
Dual KF method 800

Table 2: Average localization error in Figure 2b

Method Average localization error [m]

MLAT 60×103

MLAT + KF with clock model 200
Dual KF method 140

where (x, y, z) is the true position of the AV and (x̂, ŷ, ẑ) is the estimated one.

Figure 2a presents the performance of the dual KF method in comparison with MLAT method
and MLAT with a single KF for the clock model. In this scenario, we have 4 receivers, one of which
is unsynchronized. The average localization errors, over time, for all three methods are summarized
in Table 1. As shown in the table, using the clock model with a KF to compensate for the drifts of
the clock decreases the error by orders of magnitude. Moreover, applying the second KF with the AV
dynamic model further decreases the localization error from an average of 1300 m to 800 m.

The performance of MLAT based on TDoA method is greatly influenced by the target’s position
relative to the receivers’ positions [4,9]. In Figure 2b, we present another scenario where the AV’s
trajectory is perpendicular to the locations of the receivers. As shown in Table 2, better performance
is achieved with the same set of receivers and the same clock model. In particular, using the dual KF
method, an average localization error of 140 m is achieved.

5 Conclusion

The localization of AVs using a crowdsourced network has been investigated. Particularly, a crowd-
sourced network with a mix of synchronized and unsynchronized receivers has been considered. We
proposed a dual KF method to localization and track AVs. The first KF is used to compensate for the
offsets of the unsynchronized clocks. Subsequently, we used a MLAT method to estimate the location
of the targeted AV. The second KF is introduced to further improve the estimated location while con-
sidering the AV dynamic model. The proposed method has been validated using an OpenSky dataset,
where it showed a notable improvement in the localization accuracy.
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