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Abstract 

MoRFs usually play as "hub" site in interaction networks of intrinsically disordered 

proteins. With more and more serious diseases being found to be associated with 

disordered proteins, identifying MoRFs has become increasingly important. In this 

study, we introduce a multichannel convolutional neural network (CNN) model for 

MoRFs prediction. This model is generated by expanding the standard one-dimensional 

CNN model using multiple parallel CNNs that read the sequence with different n-gram 

sizes (groups of residues). In addition, we add an averaging step to refine the output 

result of machine learning model. When compared with other methods on the same 

dataset, our approach achieved a balanced accuracy of 0.682 and an AUC of 0.723, 

which is the best performance among the single model-based approaches. 

1 Introduction 

Molecular recognition features (MoRFs) are important short binding regions in intrinsically 

disordered proteins (IDPs) [1]. They easily undergo a state change from unfolding to folding state 

when interacting with their molecular chaperone [2]. MoRF is very "sticky" and easily forms a "hub" 

in the protein interaction network [3]. With more and more serious diseases found to be associated 

with IDPs, identifying MoRFs has become increasingly important for understanding the functional 

aspects of IDPs, for studying the folding mechanism of proteins, and for finding drug targets [4]. 

To date, MoRF’s prediction has attracted interest of many researchers, and many sequenced based 

methods have been developed for MoRF’s prediction, such as MoRFpred [5], ANCHOR [6], Retro-

MoRFs [7] and MoRFPred-plus [8]. These approaches adopted a large number of predicted feature 

obtained from other tools as input, such as predicted residue disorder probability, predicted secondary 

structure features, predicted accessible surface area of residues, and predicted dihedral angles. Retro-

MoRFs [7], MoRFPred-plus [8] and MoRFCHiBi [9] are ensemble methods that combined the 

outcomes of several models to obtain a better performance. The design of these methods is 

complicated and their accuracy still needs to be improved. 
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The problem of protein functional sites prediction using sequence information is essentially a 

sequence classification problem. Since protein sequences can be regarded as a kind of natural 

language, techniques used in natural language processing can also be used for biological sequence 

classification. 

Existing research [10] suggests that convolutional network is useful in extracting information from 

raw signals, they can be directly applied to distributed or discrete embedding of characters, do not 

require the knowledge about the syntactic or semantic structure of a language, and simple statistics of 

some ordered characters combinations (such as n-grams) usually bring better performance in text 

classification. Therefore, the n-gram probabilistic language model, which has been successfully used 

in text classification, can also be used for protein functional sites prediction.  

In this study, we propose a method based on n-gram multichannel convolutional neural networks 

for MoRF’s prediction. In our approach, we treat protein sequence as a kind of raw signal at character 

level, and quantize each character using position-specific scoring matrix generated from sequence and 
13 amino acid indices. Then one-dimensional Convolutional Neural Network (CNN) with simple 

statistics of ordered character combinations (n-grams) was adopted to build the prediction model. 

Finally, an average strategy was applied to the output prediction scores to further improve the 

accuracy. 

2 Methods 

2.1 Dataset 

For a fair comparison, we adopted the same datasets with the research of MoRFpred [5]. The 

training dataset comes from 421 MoRF-containing protein chains, all the 5,396 MoRF residues of the 

421 chains and an equal number of randomly selected non-MoRF residues were used to build a 

balanced training dataset. The validation dataset includes 419 MoRF-containing chains, and the test 

dataset includes 45 MoRF-containing chains. The validation dataset and test dataset shared up to 30% 

sequence identity with training dataset.  

2.2 Feature representation 

  We adopt position specific scoring matrix (PSSM) generated by PSI-BLAST searching against 

the NR database, and 13 amino acid indices selected from the AA index database [11] also be adopted 

to code protein sequences. Each protein chain of length l will be encoded as an l × (20+13), i.e., l × 

33 matrix (20 values from PSSM and 13 values from AA indices). We set a sliding window size of 51 

to incorporate all possible MoRF residues into the window area for a central residue (25 residues on 

each side). By such encoding, the input feature of each residue is transformed to a 51 × 33 matrix for 

the model. 

2.3 Optimized the prediction results 

Since MoRFs are short regions, we adopted an averaging step to filter the points that were 

predicted to be isolated MoRF or non-MoRF residue. The output probabilities of the CNN model 

were averaged by a sliding window. ZEROs were padded to the terminals of a sequence. The average 

probability within the sliding window is the final result of the center residue. Detailed averaging step 

was applied according to Equation (1).  
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where N is the sequence length, 2m+1 is the averaging window size, 
iC is the output probability of 

residue i from the CNN model.  

2.4 Classification model 

Overview of the proposed method is shown in Figure 1. Firstly, each sequence is mapped to an l × 

33 feature matrix; secondly, input vectors constructed by n-gram model are imported into a 

convolutional neural network to make a prediction; finally, the output probabilities of CNN model 

were further processed by an average step to generate the final prediction result. In this study, the 

combination of a 2-gram channel and a 3-gram channel were adopted to build the multi-channel 

model. The detailed structure of model is shown in Figure 2. 

 

 

 

2.5 Evaluation criteria 

Performance of the classification methods in this study are evaluated by the following measures: 

(1) Area under the ROC curves (AUC); (2) Balanced accuracy (ACC); (3) False positive rate (FPR) 

which measures the fraction of negative examples that are misclassified as positive; (4) True positive 

rate (TPR) which measures the fraction of positive examples that are correctly labeled. These 

measures are defined as follows: 
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where true positives (TP) refers to examples correctly labeled as positives, false positives (FP) refers 

to negative examples incorrectly labeled as positive, true negatives (TN) refers to negatives correctly 

Figure 1: Overview of the proposed method 
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labeled as negative, and false negatives (FN) refers to positive examples incorrectly labeled as 

negative. 

 

 

 

 

3 Results and discussion 

3.1 Performance comparison of methods with different integration of n-

gram channels 

In order to optimize the structure of the prediction model, we have compared four methods with 

different integration of n-gram channels: (1) the “2_gram” method based on the single 2-gram CNN 

channel; (2) “2_3_gram” method based on the combination of 2-gram and 3-gram CNN channels; (3) 

the “2_3_4_gram” method based on the combination of 2-gram, 3-gram and 4-gram CNN channels; 

(4) the “2_3_4_5_gram” method based on the combination of 2-gram, 3-gram, 4-gram and 5-gram 

CNN channels. The corresponding ROC plots of the four methods tested on the validation dataset are 

shown in Figure 3. Figure 3 demonstrates that the “2_3_gram” method outperforms the other methods. 

Therefore, the combination of a 2-gram channel and a 3-gram channel were adopted to build the 

multi-channel model of our model in this study.  

 

 

Figure 2: The structure of multi-channel CNN model 
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3.2 Optimizing the averaging window size 

In order to obtain an appropriate sliding window size, we tested our method with different average 

window sizes. ROC plots of the “2_3_gram” method with different average window size tested on the 

validation dataset are shown in Figure 4. The “2_3_gram” method with average window size of 17 

achieves the best performance. Thus, the average sliding window size was set to 17 for our approach. 

To illustrate the effectiveness of the averaging step, ROC plots of “2_3_gram” method with and 

without the average step tested on the validation dataset are shown in Figure 5.  The performance has 

been significantly improved by the average step, achieving an AUC of 0.737 (Figure 6). 

 

 

       

Figure 3: ROC plots of the methods with different 

integration of n-gram channels tested on the 

validation dataset 

Figure 5: ROC plots of “2_3_gram” method with and 

without the average step on the validation dataset 

Figure 4: ROC plots of “2_3_gram” method with 

different averaging window size tested on the 

validation dataset 

Figure 6: ROC plot of our proposed method 

tested on the validation dataset 
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3.3 Performance Comparison with the existing predictors 

Some existing methods for predicting MoRFs mainly rely on combining results of multiple 

classifiers. Their accuracy largely depends on the strategy of “win by more”. Our method in this study 

is based on a single machine-learning model with multiple channels to extract features with different 

group of residues (n-gram), so we only compare our method with three representative single model 

based methods: the MoRFpred [5], ANCHOR [6] and MFSSPSMpred [12]. ROC plots of all the 

methods tested on the test dataset are shown in Figure 7 (ROC plot of the MoRFpred cannot be drawn 

because their web tool has limitation on length of input sequences). The detailed performance 

comparisons with respect to ACC, TPR, FPR and AUC are shown in Table 2. Figure 7 and Table 2 

show that, our proposed method performs the best compared to the other methods, achieving an ACC 

of 0.682 and an AUC of 0.723.  

 

 

 

 

Table1: Performance comparisons with the existing predictors on the test dataset. 

Method ACC TPR FPR AUC 

MoRFpred [5]* 0.596 0.236 0.045 0.697 

ANCHOR [6] 0.608 0.641 0.425 0.638 

MFSPSSMPred [12] 0.682 0.540 0.176 0.706 

Proposed method 0.682 0.700 0.337 0.723 

*Note: Result of MoRFpred was quoted from paper [5]; the other results come from their web servers. 

4 Conclusions  

In this study, we proposed a deep learning approach, which leverages the local contexts of protein 

sequence with 2-gram and 3-gram characters via one-dimensional CNN for MoRFs prediction. First, 

sequences were mapped to feature matrixes by calculating PSSM files of sequences and 13 amino 

acid indices; second, the 2-gram and 3-gram models were applied to construct the input vectors, and 

Figure 7: Performance comparisons with existing methods on the test dataset. 
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these vectors were imported into a one-dimensional CNN to make predictions; finally, the output 

probabilities of the CNN model were further refined by the averaging step. Experiments conducted on 

the same datasets demonstrated that, our proposed method outperformed the other single model-based 

approaches, achieving a balanced accuracy of 0.682 and an AUC of 0.723, which provided significant 

performance improvement for the MoRFs prediction based on single machine learning model. 
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