Dust extinction removal from BP/RP (Blue Photometer/Red Photometer) spectra gathered from the Gaia Space Telescope using machine learning algorithms
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Abstract

The current project aims to tackle with Gaia’s BR/RP spectra distortion caused by interstellar dust, called reddening or extinction, which makes data not to be correctly classified. For such, it is proposed a machine learning algorithm that is able to learn how to correct such effect making use of denoising autoencoders. In addition, it was also developed a method to estimate the extinction degree, since for almost any spectra that is going to be corrected, such value was not computed. The previous tasks are going to be resourceful at our research group, since we take part at the Gaia project and deal with outlier spectra. In this way, we will be able to do a finer data-preprocessing prior to their classification.
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1 Introduction

The Gaia Space Mission is the cornerstone from the European Space Agency (ESA) and aims to build a 3D map of the Milky Way of about a billion of stellar and non-stellar objects. One of the Gaia working packages our research is involved in is the Outlier Analysis (OA) Working Package ([7]), where the main goal is to estimate the spectral type of those BP/RP spectra which were classified as spurious data by other Gaia working packages. When the 3rd data release was published, known as Gaia DR3, there were published around 219 million BP/RP spectra, of which 56 million OA had to process since they were considered to be outliers ([2]).
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To infer the spectral type of such sources, it was already developed an unsupervised neural-network algorithm based on Self-Organizing Maps (SOM) ([4]). However, since these data is considered to be noisy, it is crucial to tune them at the preprocessing stage for refining the current classification published for the first time at DR3.

One of the well known problems that arise with BP/RP spectra is extinction or reddening, which shifts the waves so that it tends to look redder than it actually is. There are currently developed some extinction laws that, for a certain reddening degree, they state a way to remove the reddening effect for such waves. Nonetheless, of those 56 million elements OA process, the extinction value is only estimated for 4M sources, since, as previously stated, most of the spectra are noisy and it is not possible to accurately infer the reddening value following classic procedures. As a consequence, it is not easy for OA to get rid of such distortion and make a finer classification. That is why in this project, we tested several denoising autoencoder configurations that learn how reddening behaves on spectra to get rid of it.

2 Materials and Methods

So as to mitigate the extinction distortion, it was created a model using denoising autoencoders ([1]), which learn how noise behaves on data and removes it as accurately as possible. At a further stage, and following extinction laws, the extinction degree was also estimated as this value was published only for 4 million out of 56 million sources OA deals with.

In order to build the AI model, there were used 2,713,404 spectra with different reddening degrees. To build the dataset, spectra with a residual value of reddening of at most 0.003 were selected, and afterwards, they were manually redden following Fitzpatrick extinction law [6] (as shown at Figure 1), using spectra with a reddening degree between 0 and 2, with gaps of 0.1. In this way, the algorithm will have not only to learn a wide range of spectra but also, spectra without any degree of reddening. Before starting training the model, to better understand the behaviour of the dataset, it was made a comparison of the residual value between the original and the redden spectra to see which wavelengths were more affected by reddening and observing that the biggest differences appear between 400 and 500nm.

Finally, to improve the performance of the autoencoder, the input dataset was smoothed with a Gaussian filter of $\sigma = 1$.

![Figure 1: Comparison of the original spectrum against the redden and the reconstructed version](image)
3 Results, conclusions and future work

For testing the performance of the denoising autoencoders, the parameters shown at Table 1 were calculated. Apart from the capability of the algorithm to reconstruct spectra, it is quite important that the training process is fast, since it will be necessary to run it at Apsis ([3]), the Gaia’s data processing system. So, even though the shown configurations give similar results, the last one is able to learn the denoising process not only faster, but also with less errors. That is why, that is the one chosen to build the model.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Execution time (minutes)</th>
<th>Euclidean Distance</th>
<th>Mean Squared Error</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[87, 29, 87]</td>
<td>145</td>
<td>0.004</td>
<td>0.0008</td>
<td>0.157</td>
</tr>
<tr>
<td>[87, 43, 29, 43, 87]</td>
<td>100</td>
<td>0.002</td>
<td>0.0007</td>
<td>0.155</td>
</tr>
<tr>
<td>[87, 43, 29, 16, 29, 43, 87]</td>
<td>89</td>
<td>0.002</td>
<td>0.0006</td>
<td>0.152</td>
</tr>
</tbody>
</table>

Table 1: Performance results for different denoising autoencoders layouts

Moreover, as illustrated in Figure 1, the autoencoder can not only get rid of reddening, but also smooth spectra. This is beneficial for the training performed at OA, since having spectra with less features, will make such process to perform a faster and more accurate clustering with the SOM algorithm.

The reddening value was computed following Fitzpatrick’s extinction law. Nonetheless, it was also tested a supervised data-driven method called The Cannon ([8]) which is used for inferring astrophysical parameters from spectra. Even though it worked pretty well with temperature and gravity, it was not able to infer reddening from our dataset, as show at Figure 2.

Figure 2: The Cannon results, estimated vs real temperature and extinction

In the future, the current work will also be tested with a disentangling procedure based on ([5]), which is a competitive AI algorithm trying to get rid the effect chemical and physical parameters influence the shape of spectra. It could not only learn to extract reddening, but also its value.
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