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Abstract

Hume is a Turing-complete programming language, designed to guarantee space and
time bounds whilst still working on a high-level. Formal properties of Hume programs, such
as invariants and transformations, have previously been verified using the temporal logic
of actions (TLA). TLA properties are verified in an inductive way, which often requires
lemma discovery or generalisations. Rippling was developed for guiding inductive proofs,
and supports lemmas and generalisation discovery through proof critics. In this paper we
show how rippling and proof critics can be used in the verification of Hume invariants
represented in TLA. Our approach is based on existing work on the problem of verifying
and discovering loop invariants for an imperative program. We then extend this work to
Hume program transformations.

1 Introduction

In [32], Storey identifies complexity of definitions, expressive power, bounded space and time,
logical soundness, security and verifiability as the key features for a programming language
targeting safety-critical systems. No language supports all of them, and several of them are
conflicting: for example, many time and space properties are undecidable for Turing-complete
languages, and low-level languages, where this is decidable, often have a high complexity.

Hume [19] is a novel Turing-complete programming language designed to reduce the com-
plexity of definition, whilst guaranteeing bounds on space and time usage, both key features
in Storey’s list. This is achieved by a layered architecture: a low-level, concurrent, finite state
automata language, termed the coordination layer, is built on top of a high-level (Turing-
complete) strict functional language, termed the expression layer. Programming then involves
balancing between the two layers, and due to failed costing, this often requires transformations
from the expression layer into the coordination layer. Hence, resource costing and program
transformations are at the heart of the Hume development methodology.

The time and space analysis is well developed for Hume, as described in e.g. [17]. Correctness
verification, which is also found on Storey’s list, has previously been applied to Hume programs
in the temporal logic of actions (TLA) [28]. This work appears in [13], and can handle both
invariants of the coordination layer, and verification of program transformations, which can be
reduced to an invariant proof [16]. The proof of an invariant often requires the discovery of
auxiliary invariants\(^1\). In [13], several Isabelle/HOL [31] tactics are given for reasoning about
Hume programs within TLA. While a high degree of proof automation was achieved, a key
missing ingredient is invariant discovery. Here, we build upon rippling [8], a search control
technique designed for reasoning about inductive conjectures. In particular, we focus on proof
critics [22] for rippling, which, can be used to guide the discovery of inductive invariants.
Previously, these ideas have been applied to the verification and discovery of loop invariants
for imperative programs [25, 24]. In this paper we will show how this work can be applied to

\(^1\)This is also the case for a generic TLA invariant, as discussed in [12].
Hume/TLA, and then extend it to program transformation verification. We also believe that this work is not limited to Hume, but applicable to generic Hume specification, which we will elaborate upon in §7.

The paper is structured as follows: we will first introduce the preliminaries in §2, this is followed by a discussion on the use of rippling to verify Hume invariants in §3 and proof critics to discover loop invariants in §4; this work is then extended to Hume program transformations in §5 before we discuss relevant work (§6); future work (§7); and conclude in §8.

2 Preliminaries

2.1 The temporal logic of actions (TLA)

The temporal logic of actions (TLA) [28] was developed to reason about concurrent systems, and combines temporal logic with actions. It is a uniform logic that can capture both safety and liveness requirements, however we will only discuss the safety aspect here. It is a three-tier logic where:

- in the state level, a state function/predicate is a function/predicate on one particular state, where a state is mapping from variables to values;

- in the action level, an action is a predicate on two states: a “before” and “result” state of the action;

- in the temporal level, a formula is a predicate on an infinite sequence of states.

All levels include a full predicate calculus. Additionally, the action level has a priming (’) operator to separate variables in the “result” state (primed) from those of the “before” state. For example, \(x' = x + 1\) is the computation that increments \(x\) by 1. At this level, “before” variable \(v\) and its “result” counterpart \(v'\), are distinct. The temporal level has two additional operators: \(\Box P\), which denotes \(P\) holds iff it holds for all following states of the sequence; and the \(\exists\) operator, for (temporal) existential quantification. \(\exists\) is used to hide variables internal for a specification. To show that a property holds for a program, we must show that the program implements the property. In TLA, both programs and properties are specified in the same logic, hence this is formalised as logical implication.

TLA allows specifications to be written at different levels of abstraction. The key to proving such refinements between abstract and concrete representations, is to allow stuttering steps, i.e. steps that leave the state unchanged. These steps are seen as internal steps within a specification. To define a (monolithic\(^2\)) program we must specify an initial state \(I\), and an action \(N\), representing the transitions. \(N\) is a predicate which compares a “result” and a “before state”. The action must hold throughout execution, i.e. \(\Box N\). However, this does not support stuttering steps. Let \(\langle v, i \rangle\) be the tuple of all visible variables \(v\), and internal variables \(i\) of the program. We refine \(\Box N\) to \(\Box (N \lor \langle v, i \rangle' = \langle v, i \rangle)\), which asserts that in all transitions either \(N\) holds, or the state is left unchanged. This supports stuttering, and is abbreviated by \(\Box [N]_{\langle v, i \rangle}\). We will use monolithic specifications of our programs. Such specifications, with the internal variables hidden, are written:

\[
\exists i : I \land \Box [N]_{\langle v, i \rangle}. \quad (1)
\]

\(^2\)A detailed explanation of a monolithic TLA specification can be found in [29].
Towards Automated Property Discovery within Hume  
Gudmund Grov and Andrew Ireland

Figure 1: Hume multiplication as iteration.

```
mult: inp\(_1\) := w\(_1\); inp\(_2\) := w\(_2\);
{ True }
 a := inp\(_1\); b := inp\(_2\);
 r := 0; x := a; y := b;
while (y \neq 0)
 begin
  r := r + x; y := y - 1;
end
 o := r;
 out := o;
{ out = inp\(_1\) * inp\(_2\) }
```

Figure 2: Imperative multiplication as iteration.

To ease reasoning, TLA requires that \(N\) must always specify the complete “result” state. Thus, unchanged variables must be explicitly stated. In a monolithic specification the subscript, i.e. \(\langle v, i \rangle\), should therefore hold all the variables. Although \(\exists\) is semantically different from \(\exists\), the proof rules are similar. For the work presented here for Hume, we can ignore \(\exists\) since our Hume invariants are independent of the \(\exists\)-bound variables. Moreover, in a transformation proof the witness for \(i\) will always be the same. Thus, to ease the reading, we will assume TLA specifications of the form:

\[
I \land \Box[N]_v,
\]  

(2)
2.2 Hierarchical Hume

The *Hume coordination* layer describes a system as concurrent *boxes* linked by *wires*. Boxes are scheduled in a cyclical way, where each runnable box is executed in each step, and this process never terminates. In this paper we will use the *Hierarchical Hume* [14, 16] extension to Hume, which allows nesting of boxes inside another box. Now, a box consists of a set of *matches* of the form

\[ \text{pattern} \rightarrow \text{expression} \]

where *pattern* is matched against the box’s input wires. In a non-nesting box, a match will cause the *expression*, which belongs to the expression layer, to generate output to the output wires. In a nesting box, a match will copy the inputs into external input wires, and schedule the children boxes until the termination condition, defined by the *expression* is met. Then the internal output wires are copied to the output wires. If a pattern fails, the next match is attempted.

Hume boxes are scheduled in a two-phase lock step scheduling algorithm, where each step works as follows:\(^3\):

- each box is executed and output is produced in a result buffer (e.g. out of the *mult* box of Figure 1) in the execute phase;

- this is followed by a uniform super-step where outputs are asserted to the wires.

For a nesting box, this scheduler is nested, i.e. the children of the nesting box are scheduled similarly, until termination. To ease the reading, and enable focus on the key issues, we will abstract over this scheduling for the boxes that are nested. Moreover, these boxes are assumed to not be nesting, i.e. we assume a box hierarchy of two levels. Here, box execution and output assertion in one uniform step. By way of illustration, we present in Figure 1 an iterative implementation of a multiplier in Hume. Note that an equivalent imperative program is shown in Figure 2. Figure 1 graphically illustrates the uniform scheduling step. Here, the nested *itermult* box does not contain an output buffer, whilst *out* is the output buffer of the first level (nesting) *mult* box. Note that for our proofs below, the nesting *mult* box requires a lower abstraction level, containing both an input and an output buffer, as well as the two phase scheduling.

The *mult* box of Figure 1 performs multiplication by iteration. This is accomplished by the nested *itermult* box, which multiplies the inputs by iterative addition and is achieved by the feedback loop wires r, x and y. Note that the result is produced in one first-level step, even though many internal *mult* steps may be required.

Figure 2 describes the same program in an arbitrary imperative language, with the correctness condition annotated by Hoare triples [20]: \{P\}c\{Q\} denotes that if P holds and statement c terminates, then Q holds. The Hume program then works as follows. If the wires w₁ and w₂ contains a value, then these are copied to the input buffer inp₁ and inp₂, and to the internal wires a and b; the internal *itermult* box is then scheduled until the o wire has got a value, which on termination is copied to the output buffer out (and output wire w₃). The first match of the *itermult* box then succeeds, which copies the a and b wires to the x and y wires, while r is set to 0. This is the “entry step” of the loop. In Hume, * means ‘ignore’ in a pattern, and ‘do not write’ in an expression. The third match is the “loop step” of the imperative program, and will fire when the x, y and r wires contain values and y ≠ 0. It increments r by y, leaves x unchanged, and decrement y by 1. The second match is the ‘exit step’ of the loop where the

\(^3\)See for example [15] for details.
result of the tail-iteration \( r \) of the “loop steps” is copied to the \( o \) wire, and the termination condition of \mult \ then holds, thus copying \( o \) to \out.

### 2.3 Proof planning & rippling

#### Input sequent:

\[
H \vdash G[f_1([\downarrow c_1(\cdots)], f_2(\lfloor \cdots \rfloor), f_3(\uparrow c_2(\cdots)))]
\]

**Method preconditions:**

1. there exists a subterm \( T \) of \( G \) which contains wave-front(s), e.g.

\[
f_1([\downarrow c_1(\cdots)], f_2(\lfloor \cdots \rfloor), f_3(\uparrow c_2(\cdots)))
\]

2. there exists a wave-rule which matches \( T \), e.g.

\[
C \rightarrow f_1([\downarrow c_1(X)], Y, Z) \Rightarrow c_3(f_1(X, \downarrow c_3(Y), \downarrow c_4(Z))\uparrow)
\]

3. the wave-rule condition follows from the context, e.g.

\[
H \vdash C
\]

4. resulting inward directed wave-fronts are potentially removable, e.g. sinkable or cancellable, i.e.

\[
\ldots c_3(f_2(\lfloor \cdots \rfloor)) \ldots
\]

or

\[
\ldots c_4(f_3([\uparrow c_2(\cdots)])) \ldots
\]

#### Output sequent:

\[
H \vdash G[\downarrow c_5(f_1(\cdots, c_3(f_2(\lfloor \cdots \rfloor))\uparrow, c_4(f_3([\uparrow c_2(\cdots)]))\uparrow)]
\]

**Figure 3:** The rippling method.

*Proof planning* is a technique for automating proof search. Central to the technique is the notion of a proof plan \[4\], a high-level proof outline which encodes a common pattern of reasoning. We will focus here on a proof plan called *rippling*. Rippling is a rewriting technique based upon a difference reduction strategy. To illustrate, consider a conjecture where you are
given a hypothesis of the form \((\forall b. f(a, b'))\) while the goal takes the form \(f(c_1(a), b)\). Note that the \(c_1(\ldots)\) embedded within the goal prevents a match with the given hypothesis. In rippling, such embedded structures are called \textit{wave-fronts}. The goal of rippling is to identify and reduce the number of wave-fronts such that a hypothesis can be applied. Wave-fronts can be represented using explicit annotations that are added to the goal. For example, using shading to denote wave-fronts, the goal given above becomes:

\[
f(c_1(a), [b])
\]

In addition to the shading, note that a wave-front is annotated with an arrow. The arrow indicates which direction the wave-front can be moved, \textit{i.e.} upward or downward through the goal structure. There are two reasons for moving a wave-front downward. Firstly, if a wave-front can be moved to a position corresponding to a universally quantified variable within the given hypothesis, then the wave-front can be eliminated via the specialisation of the universal hypothesis. This is known as \textit{sinking} a wave-front, and the \([\ldots]\) annotation within the goal is used to indicate sink positions. Secondly, multiple wave-fronts can sometimes cancel each other out, a kind of destructive interference. So moving wave-fronts closer together can also make sense. The manipulation of wave-fronts is achieved via so called \textit{wave-rules}. A wave-rule is a rewrite rule that has been annotated by wave-fronts. A key property of wave-rules is that they preserve the unannotated structure of the goal, the so called \textit{skeleton}. Preserving skeleton maximises the chances of eventually applying the given hypothesis. In the schematic example given above, the following represents an applicable wave-rule:

\[
f(c_1(X), Y) \Rightarrow c_2(f(X, c_3(Y)))
\]

Note that \(\Rightarrow\) represents a rewrite, while \(\rightarrow\) is used for logical implication. In general a proof plan contains \textit{methods} and \textit{critics} \([21]\). Rippling is represented by a single method as given in Figure 3. While methods represent common patterns of reasoning, critics are used to define patchable exceptions. When a method fails, its associated critics analyse the proof-failure and initiate a proof patch \([21, 22, 23]\). Typically the proof patching process makes use of meta-variables as place-holders for missing structure with the expectation that the constraints of the proof will provide instantiations during the planning of the remainder of the proof. This style of patching a proof is known as \textit{middle-out reasoning} \([7]\). An example of a proof patch which exploits rippling and middle-out reasoning will be given in \(\S 4\). For a complete description of rippling see \([8]\).

### 3 Invariant verification

In \([24]\), rippling was used to verify Hoare-triple properties as illustrated in Figure 2. To verify a Hoare-triple, it is converted into a \textit{verification condition} (VC), a purely logical statement, by a \textit{verification condition generator} (VCG). The VC is then verified by a theorem prover. However, before this can be done each statement must be turned into a Hoare-triple. This is mostly an automatic process, however finding and verifying an invariant which holds for the \textit{while} loop, known as the \textit{loop invariant}, is the hardest part. Thus, we will only focus on the loop invariant here. In the case of Figure 2, we use an invariant of the form \(r + (x \ast y) = inp_1 \ast inp_2\). In the proof, the invariant is assumed beforehand, and this assumption is called the \textit{invariant hypothesis} (IH)

\[
\text{IH : } r + (x \ast y) = inp_1 \ast inp_2.
\]
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Using the assumption, it is shown to hold after the loop has executed. By using wave-annotation, this goal is expressed as \((r + x) + (x * (y - 1))\) = \(\text{inp}_1 * \text{inp}_2\). The proof requires the following wave-rules:

\[
(X + Y) \uparrow + Z \Rightarrow X + (Y + Z) \downarrow \tag{4}
\]

\[
X * (Y - 1) \uparrow \Rightarrow (X * Y) - X \downarrow \tag{5}
\]

\[
(X + [Y - X] \uparrow) \downarrow \Rightarrow Y; \tag{6}
\]

and is derived as follows:

\[
(r + x) + (x * (y - 1)) = \text{inp}_1 * \text{inp}_2 \quad [\text{apply (4)}]
\]

\[
r + (x + (x * (y - 1)) \downarrow) = \text{inp}_1 * \text{inp}_2 \quad [\text{apply (5)}]
\]

\[
r + (x + ((x * y) - x) \uparrow) = \text{inp}_1 * \text{inp}_2 \quad [\text{apply (6)}]
\]

\[
r + (r * y) = \text{inp}_1 * \text{inp}_2 \quad [\text{apply IH}]
\]

Hoare logic was developed for sequential programs, and cannot be be applied directly to Hume programs due to issues of concurrency. Moreover, note that although Hume has a finite state machine architecture, model checking \[\text{[10]}\] is not in general suitable for program verification, due to a strong dependency with the data-centric expression layer, as described in \[\text{[14]}\]. However, it is applicable for small subsets of Hume, as described in \[\text{[18]}\], using the TLC model checker for the TLA+ \[\text{[29]}\].

In TLA, programs and properties are represented in the same uniform logic: a property \(P\) holds for a program \(S\), if \(S\) implements \(P\), and implementation is represented as logic implication:

\[
\vdash S \rightarrow P.
\]

TLA always attempts to reduce temporal properties to the action level. This is illustrated by the derived induction rule for proving invariants of specification as shown in \[\text{[2]}\]:

\[
\vdash I \rightarrow P \quad \vdash P \land V' = V \rightarrow P' \quad \vdash P \land N \rightarrow P' \quad \vdash I \land [\Box(N)]_V \rightarrow \Box P.
\]

The first sub-goal (assumption) is the base case, which states that \(P\) holds in the initial state \(I\). The second case captures that the sub-script of the action \(V\), at least contains the free variables of \(P\), which is required for stuttering invariance. The last case, \(\vdash P \land N \rightarrow P'\) states that \(P\) is preserved by action \(N\). Here, \(P'\) means that \(P\) is a predicate over the result state of \(N\). We will only discuss the action level here since the temporal level proofs are trivial for our examples. Moreover, the first two sub-goals are normally trivial, thus we will only discuss the main sub-goal, i.e. \(\vdash P \land N \rightarrow P'\).

The partial correctness property of the \texttt{mult} box, is given by (iv) in Figure \[\text{[1]}\] which corresponds to the Hoare triples for the imperative program of Figure \[\text{[2]}\]. As in the imperative case of Figure \[\text{[2]}\], the main part of the overall proof is the loop invariant. This corresponds to (ii) of Figure \[\text{[1]}\]. The proof of the loop invariant depends on (i), the “loop entry” step. The invariant
follows directly from the Hume semantics, while the partial correctness property (iv) follows directly from (iii), where (iii) is the “loop exist” step. (iii) can also be proven directly, using the loop invariant (ii). As in the imperative case, we will only discuss the loop invariant (ii) henceforth.

The last match of `itermult` corresponds to the `while` loop in the imperative program. Since the match expression is the result of executing a Hume box, it refers to the primed result state of an action. Let \([C]\) be the semantics of a Hume construct \(C\) represented in TLA\(^4\). Due to the wiring, graphically illustrated in Figure 1, the annotated result of \([(*,r.x.x.y.y.t)]\) is represented as:

\[
\begin{align*}
    r' &= \uparrow r + x, \\
    x' &= x, \\
    y' &= \uparrow (y - 1), \\
    inp'_1 &= inp_1, \\
    inp'_2 &= inp_2.
\end{align*}
\]

The “loop invariant” in TLA is the same as in the imperative program, and the \(IH\) for the invariant proof is also the same (\(IH: r + (x * y) = inp_1 * inp_2\)). The ripple proof derivation starts of as

\[
    r' + (x' * y') = inp'_1 * inp'_2 \quad \text{[apply (8)]}
\]

\[
    (\uparrow r + x) + (x * (\uparrow (y - 1))) = inp_1 * inp_2 \quad \text{[···]}
\]

and the remaining proof is identical to the imperative program. Note, that the annotation step shown here, is handled by the verification condition generator (VCG) in the imperative version.

### 4 Loop invariant discovery

The hardest part of Hoare-triple proofs, is the undecidable tasks of finding a strong enough loop invariant, like (3). [24] contains novel work, where proof critics [22] are used to explore partial ripple successes to discover a strong enough loop invariant. Firstly, both a `while` loop and a Hume feedback loop, as in Figure 1, require a tail-invariant, and the proof critic thus provides a tail-invariant patch. We will now apply the work described in [24] to discover the Hume “feedback loop invariant”, required for the proof in the previous section. The post-condition for the property is \(out = inp_1 * inp_2\), which is updated as follows: \(out' = o\) and \(o' = r\). Thus, an obvious first approximation of the loop invariant becomes:

\[
    IH : r = inp_1 * inp_2.
\]

By the TLA “induction rule” \([7]\), and \([8]\), the proof of the “loop action” blocks when attempting to ripple

\[
    \underbrace{r + x}_{\text{blocked}} = inp_1 * inp_2.
\]

A proof is blocked when there are no applicable wave rules, hence rippling is not possible. However, the precondition of the tail-invariant proof critic succeeds, as illustrated in Figure 1. That is, a partial match between the blocked wave front and the available wave rules suggests a schematic invariant of the form

\[
    F_1(r, x, y) = inp_1 * inp_2, \quad (9)
\]
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Blockage:

\[ r + x \uparrow = inp_1 \ast inp_2 \]

Critic precondition:

- Precondition 1 of rippling succeeds, i.e.
  1. there is a subterm \( T \) of \( G \) which contains a wave-front(s), e.g.

\[ r + x \uparrow \]

- Precondition 2 of rippling partially succeeds, i.e.
  2. there exists a wave-rule which partially matches, e.g.

\[ r + x \uparrow \text{ with } (X + Y) \uparrow + Z \Rightarrow \ldots \]

Proof patch:

Speculate additional term structure within the conjecture such that preconditions 2, 3 and 4 will also potentially succeed, i.e.

\[ F_1(r + x \uparrow, x, y \downarrow) = inp_1 \ast inp_2, \]

where \( F_1 \) is a higher-order meta-variable.

Figure 4: A tail-invariant proof critic instantiation.

where \( F_1 \) is a second-order meta-variable. The expectation is that \( F_1 \) will be instantiated during the course of a rippling proof. The primed variables in \( F_1(r', x', y') = inp'_1 \ast inp'_2 \) are first rewritten using (8)

\[ F_1(r + x \uparrow, x, y \downarrow) = inp_1 \ast inp_2. \]

By wave-rule (4), a new meta-variable \( F_2 \) is introduced by instantiating \( F_1 \) to \( \lambda X.\lambda Y.\lambda Z.X + F_2(X, Y, Z) \). Application of (4) then derives

\[ r + x + F_2(r + x \uparrow, x, y \downarrow) \downarrow = inp_1 \ast inp_2. \]

Here, wave rule (5) suggests an instantiation for \( F_2 \), i.e. \( \lambda X.\lambda Y.\lambda Z.F_3(X, Y, Z) \ast (Z - 1) \), which gives

\[ r + x + F_3(r + x \uparrow, x, y \downarrow) \ast y - F_3(r + x \uparrow, x, y \downarrow) \downarrow. \]

Finally, wave rule (6) suggest that \( F_3 \) is instantiated to \( \lambda X.\lambda Y.\lambda Z.Y \), resulting in the following invariant:

\[ r + (x \ast y) = inp_1 \ast inp_2. \]
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Figure 5: Box multiplication as recursion to iteration transformation

Note, the invariant is identical to the invariant in §3, and the proof structure is the same.

5 Hume program transformations

To formalise the relationship between expressiveness/high-levelness and resource bounds, Hume introduces a set of levels, where each downward-level restricts expressiveness and thus increases the set of decidable resource properties. Now, the Hume methodology is based around decidability analysis, which explores the different Hume levels: a high-level and expressive program is first created and resource costing is attempted; if it succeeds we are done; if it fails, the problem is identified and resource bounds are either altered, or the violating program constructs are transformed to a lower level and costing is reapplied. This process is iterative until costing succeeds. In the previous two sections, we showed how rippling and proof critics, used to verify imperative programs, can be applied to verify and discover Hume invariants using TLA. We will now show how this work can be extended to verify Hume transformations, a key concept of the Hume methodology.

Figure 5 shows the translation from a high-level Hume box, \texttt{emult}, which performs multiplication by primitive recursive addition, into the \texttt{mult} box previously discussed. In \texttt{emult} the addition is achieved by the \texttt{fmult} function:

\begin{align*}
\texttt{fmult} \; r \; 0 & = r; \\
\texttt{fmult} \; r \; x \; y & = \texttt{fmult} \; (r+x) \; x \; (y-1);
\end{align*}

This \texttt{emult} box is in the \textit{PR-Hume} level, where resource properties are undecidable. The \texttt{mult} box from Figure 1 on the other hand, is in the \textit{FSM-Hume} level, which guarantees strong resource bounds. A typical Hume transformation, transforms a “recursive box”, such as \texttt{emult}, into a more costable “iterative box”, such as \texttt{mult}. Such a transformation is graphically illustrated in Figure 6 for an arbitrary program \texttt{prog\textsubscript{1}} containing \texttt{emult}. Note that

\begin{align*}
\texttt{fmult} \; 0 \; x \; y & = x \; \ast \; y
\end{align*}
This is verified by first generalising it to $\forall r, x. \text{fmult } r \ x \ y = r + (x * y)$, which is then verified by induction on $y$. This proof has been mechanised in Isabelle/HOL, and is given in [13].

### 5.1 Transformation verification

In TLA, a transformation is represented as a refinement: a Hume program $P_1$ transforms into a Hume program $P_2$, which we write $P_1 \rightsquigarrow P_2$, if $P_2$ implements $P_1$. Programs and properties are represented in the same logic, hence this is represented as a logical implication:

$$P_1 \rightsquigarrow P_2 \equiv \llbracket P_2 \rrbracket \rightarrow \llbracket P_1 \rrbracket \tag{10}$$

Both $\llbracket P_2 \rrbracket$ and $\llbracket P_1 \rrbracket$ are assumed to be of form shown in (2). $P_1 \rightsquigarrow P_2$ is then verified by the following derived TLA proof rule:

$$\vdash J \rightarrow I \quad \vdash W' = W \rightarrow V' = V \quad \vdash M \rightarrow [N]_V$$

$$\vdash J \land \Box[M]_W \rightarrow I \land \Box[N]_V \tag{11}$$

If the two first givens are indeed theorems, then they are normally trivial to verify. The main part is the proof of $\vdash M \rightarrow [N]_V$ which asserts that a step in the transformed program is either a step of the original source program, or all variables are left unchanged. Note, that as in (7), the rule (11) reduces the temporal level to the action level.

Let correct nesting of a box-to-box transformation denote that the inputs and outputs are the same, and any computation on wires is nested inside a box, hence both boxes compute results in one scheduling step. For example, the emult ($prog_1$) to mult ($prog_2$) transformation depicted in Figure 6 has correct nesting. Although informally, [16] shows that correctly nested box-to-box transformations, reduces to a proof of function correctness, meaning the following derivation holds:

$$\begin{align*}
\llbracket prog_1 \rrbracket &\rightsquigarrow \llbracket prog_2 \rrbracket & \text{[apply (10)]} \\
\llbracket prog_2 \rrbracket &\rightarrow \llbracket prog_1 \rrbracket & \text{[apply definition of } prog_2] \\
\llbracket prog_1 \rrbracket &\rightarrow \llbracket mult \rrbracket \rightarrow \llbracket emult \rrbracket & \text{[apply result from (10)]} \\
\llbracket mult \rrbracket &\rightarrow \llbracket emult \rrbracket & \text{(II)}
\end{align*}$$
Moreover, [16] also shows that the proof of (Π) reduces to a pre-post condition proof, similar to the ones in the previous sections\textsuperscript{5}. Here, the output buffer in the transformed box (e.g. mult) must produce the same output as the source box expression (e.g. \texttt{fmult 0 a b} of \texttt{emult} where \(a\) equals \texttt{inp\textsubscript{1}} and \(b\) equals \texttt{inp\textsubscript{2}}). Hence, (Π) reduces the transformation proof to the following invariant:

\[
\text{out} = \text{fmult 0 inp\textsubscript{1} inp\textsubscript{2}}
\]

(12)

Note that since the \texttt{mult} box is the assumption in the implication in (Π), \(\text{out}\), \(\text{inp\textsubscript{1}}\) and \(\text{inp\textsubscript{2}}\) are “assumed updated” by the \texttt{mult} box. Moreover, with respect to the overall \(\vdash M \rightarrow [N]_V\) conjecture, all but the termination step implies \(\vdash V' = V\), while in the termination step \(\vdash M \rightarrow N\). Since, \(N\) implies the application of \texttt{fmult}, this conjecture follows from this pre-post condition.

As in the previous sections, the key to the proof of (12), is the loop invariant of the nested feedback loop of \texttt{mult}. From the definition of \texttt{fmult} the following conditional wave-rule is derived:

\[
Y \neq 0 \rightarrow \text{fmult } (R + X) \uparrow X (Y - 1) \uparrow \Rightarrow \text{fmult } R X Y
\]

(13)

This is the only rule required in the proof. The loop invariant here is \texttt{fmult r x y} = \texttt{fmult 0 inp\textsubscript{1} inp\textsubscript{2}}, and the invariant hypothesis is obviously the same:

\[
\text{IH: fmult } r x y = \text{fmult } 0 \text{ inp\textsubscript{1} inp\textsubscript{2}}
\]

The “loop step” of the \texttt{mult} box then induces the following derivation:

\[
\begin{align*}
\text{fmult } r' x' y' & = \text{fmult } 0 \text{ inp'\textsubscript{1} inp'\textsubscript{2}} \quad \text{[apply (9)]} \\
\text{fmult } (r + x) \uparrow x (y - 1) \uparrow & = \text{fmult } 0 \text{ inp\textsubscript{1} inp\textsubscript{2}} \quad \text{[apply (13)]} \\
\text{fmult } r x y & = \text{fmult } 0 \text{ inp\textsubscript{1} inp\textsubscript{2}} \quad \text{[apply IH]}
\end{align*}
\]

Note that in the application of (13), the pre-condition of the rule holds, by the definition of the corresponding pattern. If \(y = 0\), the second match would have succeeded.

5.2 Invariant discovery

The tail-invariant critic, where one particular instantiation is illustrated in Figure 4, can be reused to discover the loop invariant in this example, although the particular rules will deviate. Similar to \[4\] our first approximation of the invariant is \(r = \text{fmult } 0 \text{ inp\textsubscript{1} inp\textsubscript{2}}\), gives rise to a blocked ripple, i.e:

\[
\uparrow \text{blocked} \text{inp\textsubscript{1} inp\textsubscript{2}} = \text{fmult } 0 \text{ inp\textsubscript{1} inp\textsubscript{2}}
\]

However, the precondition of the tail-invariant patch succeeds, which results in the introduction of a meta-variable \(F_1\):

\[
F_1(r, x, y) = \text{fmult } 0 \text{ inp\textsubscript{1} inp\textsubscript{2}}
\]

The definition of the priming operators \[8\] results in:

\[
F_1(\uparrow y + 1, x, \uparrow y - 1) = \text{fmult } 0 \text{ inp\textsubscript{1} inp\textsubscript{2}}
\]

\textsuperscript{5}Mechanised case-studies in Isabelle/HOL, which appear in [13], have provided empirical evidence for this approach as well.
Wave-rule (13) then suggests that $F_1$ is instantiated in terms of $\text{fmult}$, and the same loop invariant as in the previous section is obtained:

$$\text{fmult} \ r \ x \ y = \text{fmult} \ 0 \ inp_1 \ inp_2$$

6 Relevant work

Our Hume/TLA work build directly on [25, 24], which uses rippling [8] and proof critics [22] to verify imperative programs. Further, we have extended these ideas to transformation proofs [16]. In [16], it is shown how a Hume transformation proof can be reduced to an invariant proof. The work with rippling and critics is novel for Hume/TLA and transformations, and the generic work with Hume and TLA is novel with respect to using TLA at the programming language level. We believe TLA is more suitable for Hume verification compared to process algebras [4], like CCS, CSP or the Π-calculus.

The work presented here comes out from the first authors PhD thesis [13]. Parts of this work involves a mechanisation of TLA in Isabelle/HOL [31], and a representation of the semantics of Hume programs on top of this. Several proof tactics were developed to automate these proofs. The invariant discovery ideas presented in this paper would obviously increased the degree of automation of these tactics.

Previously, transformation verification has been described [16]. [14] outlines a box calculus for Hume. There, a set of behaviour preserving rules and strategies were defined to transform a Hume program into another. TLA has also been used to model check programs at the lowest, least expressive, HW-Hume level [18], and to reason about different Hume scheduling strategies [15].

Finally, the work presented here is at the action level of TLA, which is similar to Action Systems [3] and Event-B [2]. Thus, we believe this work is also applicable in these formalisations.

7 Future work

This paper has applied rippling and critics to one small example. Extending this to programs of multiple concurrent boxes will not have any impact on the approach, since the invariant will remain invariant due to the strict wire communication. We have not implemented the ideas presented in this paper, and this will be our next step. For imperative programs, the loop invariant generation techniques have already been implemented and tested [24, 23]. In the Hume case, Hume/TLA proofs have been mechanised in the Isabelle/HOL theorem prover [13], so via IsaPlanner [11], invariant discovery should not be hard to implement.

A longer term goal is to be able to synthesise transformations. Building directly upon [26], we will now outline how we believe the work described here can be extended to the synthesis of transformations.

In [26], the problem is stated as: given a Hoare triple $\{P\}C\{Q\}$, find an instantiation of $C$ in a small generic imperative program (containing assignment, conditionals and while loops) such that the triple is valid. The approach combines proof planning with conventional partial order planning. Here, proof planning is used for the local perspective, i.e. finding correct statements, while partial order planning is used to achieve a correct order of statements. This is implemented in a tool called Bertha, which is automatic with the exception that the user has to provide loop invariants.

In Hume, this work would be adapted to automate the synthesis of transformations which are a result of a failed costing. However, an additional requirement here is that the transformations
are level-reducing (i.e. it becomes more decidable with respect to time and space properties). To illustrate, consider again the recursion to iteration transformations shown in Figures 5 and 6. The program starts with \texttt{prog}_1, and the coster fails on the \texttt{emult} box. Next, failure analysis is applied and the problem is that the recursive \texttt{fmult} function cannot be costed, which causes a “recursion to iteration proof method (plan)” to be applied. Now, this uses the expression of the \texttt{emult} box to create the specification, i.e.

\[
\text{out} = \text{fmult } 0 \text{ inp}_1 \text{ inp}_2
\]

Moreover, the program knows that a nested box with feedback loop must be created, since this is the only way to represent iteration in Hume. Moreover, we know the program must contain one or more entry matches, loop matches and exit matches, while the loop invariant can be directly found using the techniques described in Section 5.

Partial order planning could then be used to find the correct order of the matches, for example when pattern matching is used, the loop exit \((r,*,*,x,0) \rightarrow (r,*,*,*)\) match must precede the loop body \((r,*,*,x,y) \rightarrow (r,*,*,*)\) match. If not, the box will never terminate. Moreover, the loop entry step has different input wires \((a,b,*,*,*,*)\) than the body and exit steps, while the exit step has different output wires \((r,*,*,*)\). Note that with respect to the box calculus [14] described in the previous section, this approach is more flexible since it is not constrained by an existing set of rules.

TLA, and the full TLA+ specification language [29], which combines TLA with a variant of ZF set theory, has been used both in industry and academia [5 12 27]. In [12], Gafni and Lamport illustrate the building of a sufficiently strong invariant by verifying the Disc Paxos algorithm. The algorithm is verified in a bottom-up fashion, where smaller invariants are gradually built up until they are strong enough to verify the main theorem. In a top-down approach the main theorem is first attempted to be verified, and from a partial success, a required invariant is found and verified. This process is iterated until a sufficiently small invariant is found which can be proved directly. Gafni and Lamport argues that both a top-down and bottom-up approach can be used. The top-down approach is a similar approach to the one discussed here. The work described in this paper is exploring Hume programs represented as TLA formulas. Hence, we are only manipulating the TLA terms, and not the Hume code. Thus, we believe that an approach based on rippling and proof planning is applicable to automate the verification of generic TLA invariants, also outside the Hume/TLA context, like in [12].

Another possible role of proof planning is properties involving the \(∃\) operator, which is used to hide internal details of a specification. In this paper, we have ignored the \(∃\) operator, since it was not that relevant for the Hume context. This follows from the fact that \(∃\) is handled in the same way for all programs\(^6\). In general, to prove a refinement with bound variables in TLA, that is, of the form:

\[
(∃ B. J \land □[M]_W) \rightarrow (∃ A. I \land □[N]_V)
\]

one must first remove/instantiate the \(∃\) bound variables \(A\) and \(B\). Then, (11) can be applied. This is achieved with proof rules similar to those for standard predicate existential quantification \(∃\). A key step in such a proof, is to find the correct witness for \(A\), known as the refinement mapping [1]. Proof planning has previously been used to find complex witnesses for \(∃\) bound variables [9, 30]. We believe that due to the similarity between the rules for \(∃\) and \(∃\), a proof planning approach can also be used to find refinement mappings.

\(^6\)The details will appear in [13]
8 Conclusion

Hume is a Turing-complete programming language, designed to guarantee space and time bounds, whilst working on a high-level. Correctness properties, such as invariants and transformations, have previously been verified using the temporal logic of actions (TLA). Such verification efforts require mathematical induction. Rippling was developed for guiding inductive proofs, and rippling based proof critics have been developed to discovery and generalisations of invariants.

Here, we have shown the use of rippling to both verify and discover invariants, based on existing work on verifying and discovering loop invariants for imperative programs. This work has then been extended to transformations. We believe that the work is also applicable in a generic TLA setting, which we have elaborated upon.

Acknowledgements

This work has been supported by EU FP6 EmBounded.

References


