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Abstract
Towards the goal of correctness and reliability of hybrid systems, we continue our nonstandard static analysis
program (with Suenaga and Sekine) where hybrid dynamics is turned into purely discrete one with explicit use of
infinitesimals. While our previous results have focused on deductive verification by program logics, the current
work aims at automation and enhanced scalability by extending abstract interpretation—a technique known for
its ample scalability and widespread use in various verification tools—with infinitesimals. Our theoretical results
include soundness and termination via uniform widening operators; and our prototype implementation successfully
verifies some benchmark examples.

1 Introduction, or rather: Examples, Implementation and Experiments

The current abstract reports our work-in-progress, summarizing our preprint [13] (that is planned to be
revised thoroughly).

Our contributions include a prototype tool that overapproximates reachable regions of hybrid sys-
tems—it is based on the nonstandard abstract interpretation framework presented in §3. We start out
with describing the implementation.

We assume that a hybrid system in question is modeled in the language \textsc{WHILE}^dt—a modeling lan-
guage for hybrid systems introduced in [15]. It is an imperative language augmented with (a constant
for) an infinitely small positive (\textit{infinitesimal}) constant \texttt{dt}; this enables us to model continuous/hybrid
dynamics with while loops, not with explicit ODEs. Our framework benefits from such \textsc{WHILE}^dt model-
ing in that, in order to adapt abstract interpretation to hybrid applications, there is no need to extend
its theory for dealing with ODEs—in fact the theory \textit{transfers} almost literally.

The way our tool works is the same as a (standard) abstract interpreter. Its input consists of: 1) a
\textsc{WHILE}^dt program; 2) an initial state; and 3) an extrapolation threshold as well as the timing of widening
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delays (two common parameters for abstract interpretation; the latter can be given interactively). Its output is a convex polyhedron that over-approximates the set of reachable memory states. The tool (as an abstract interpreter) currently supports: the domain of convex polyhedra as an abstract domain; and \( \nabla_M \), the “widening up to” from [10, 11] as a widening operator.

Our implementation consists principally of the following two components: 1) an OCaml frontend for parsing and forming an iteration sequence (that approximates loop semantics); and 2) a backend that executes operations on convex polyhedra, implemented in the computer algebra system (CAS) Mathematica. The two components are interconnected by a C++ program, via MathLink. It enables us to deal with the constant \( dt \) symbolically as a truly infinitesimal number.

Experiments. We analyzed two benchmark hybrid systems—water-level monitor and thermostat—expressed as the \( \text{WHILE}^{dt} \) programs in Fig. 1. They are common hybrid system examples; see e.g. [1]. The experiments were on Apple MacBook Pro with 2.6 GHz Dual-core Intel Core i5 CPU and 8 GB memory.

As the outcome (i.e. over-approximation of the reachable regions), we obtain: \( 1 - dt \leq x \leq 12 + dt \) for the water-level monitor, in 34.051 sec.; and \( 18 - 54 * dt \leq x \leq 22 + 24 * dt \) for the thermostat, in 6.692 sec. (Each execution time is the average of ten runs.) Note that these outputs essentially mean \( 1 \leq x \leq 12 \) and \( 18 \leq x \leq 22 \), respectively, since \( dt \) denotes an infinitesimal number. These reachable regions are exactly what one would expect.

![Figure 1: Example WHILE^{dt} code](attachment:image.png)

Overview. In the rest of the current abstract we describe the theory behind this tool—the theoretical framework of abstract interpretation with infinitesimals. The principle of our approach is to use \( dt \) to turn continuous dynamics into discrete ones and then to rely on the logical/model-theoretical infrastructure of nonstandard analysis (NSA) [8, 14], most notably on the celebrated result of the transfer principle. Accordingly, most of the subsequent descriptions are devoted to the formalization of abstract interpretation in a first-order logic, and how it allows “transfer” by the transfer principle.

The process of transfer is mostly straightforward—except for widening operators, an indispensable component in the framework of abstract interpretation [4]. We therefore introduce the notion of uniformity of widening, and identify those which are uniform. Among them is the operator \( \nabla_M \) used in our implementation.

Further details of the results reported in the current abstract are found in the preprint [13].
2 Preliminaries

2.1 Nonstandard Modeling of Hybrid Systems

WHILE\textsuperscript{dt} is a modeling language for hybrid systems introduced in [15]. It is an extension of a usual imperative language, with a constant \( dt \) that represents an infinitesimal—a positive value that is smaller than any positive real.

In WHILE\textsuperscript{dt}, we model continuous flow in hybrid systems as if it were infinitely many infinitesimal jumps, dispensing with explicit use of differential equations. An example is shown on the right, where \( t \) is understood to grow from 0 to 1 in a continuous manner. The usual Hoare-style program logic is just as valid in this extension, leading to an automatic precondition generator in [12].

2.2 Nonstandard Analysis and Semantics of WHILE\textsuperscript{dt}

The formal semantics of WHILE\textsuperscript{dt} is given using Robinson’s nonstandard analysis (NSA), a framework that supports use of infinitesimals in a mathematically rigorous manner (see e.g. [8] for details). There hyperreals—including (standard) reals, infinitesimals, and infinites as their multiplicative inverses—are (equivalence classes of) infinite sequences of real numbers. For example, the hyperreal \( \omega^{-1} = \left[1, \frac{1}{2}, \frac{1}{3}, \ldots\right] \) is infinitesimal and is used as the denotation \([dt] \) of the constant \( dt \). The set of all hyperreals are denoted by \(*R\).

The semantics of the program (†) is then defined as follows. We consider the \( i \)-th section of the execution of the program, for each \( i \in \mathbb{N} \):

\[
\begin{align*}
  &t := 0; \\
  &\text{while } (t \leq 1) \\
  &t := t + \frac{1}{i+1}
\end{align*}
\]

Each section is a \( dt \)-free program with obvious semantics. The values of \( t \) after the execution of each section are then bundled to obtain \([1 + 1, 1 + \frac{1}{2}, 1 + \frac{1}{3}, \ldots]\), a hyperreal that is infinitely close to 1.

2.3 Transfer Principle

The transfer principle is one of the most important results in NSA. Roughly it states that a first-order logical formula in \( R \) is valid if and only if essentially the same formula in \(*R\) (we call it *-transform of the formula) is valid. We do not go into the details of the first-order language that allows transfer (see e.g. [8] for details). Nevertheless we note that the language is quite a rich one—like the one for set theory, with \( \in \) being a binary predicate—one that is rich enough to allow for the theory of abstract interpretation to be expressed within it.

2.4 Abstract Interpretation

Abstract interpretation [7] is a well-established technique in static analysis. We present a minimal set of definitions and propositions that will be transferred to the nonstandard setting in §3, assuming the reader’s familiarity with the theory. See, e.g. [4], for details.

Galois connection is a notion that underlies abstract interpretation. Once we have a Galois connection between two domains, we have the following proposition. In the proposition, the least fixed point relative to \( \bot \), denoted by \( \text{lfp}_\bot F \), is the least among the fixed points of \( F \) above \( \bot \); by \( L \)’s cpo structure and \( F \)’s continuity it is given by \( \bigsqcup_{n \in \mathbb{N}} F^n \bot \).
Proposition 1. Let \( L \xrightarrow{\alpha} \gamma F \) be a Galois connection such that \( L \) is additionally a cpo; \( F : L \to L \) be a continuous function; \( \gamma F : \mathcal{L} \to \mathcal{L} \) be a monotone function such that \( F \sqsubseteq \gamma(F) \); \( \perp \in L \) be an element such that \( \perp \sqsubseteq F(\perp) \). Assume that \( \tau \in \mathcal{L} \) is a prefixed point of \( \gamma F \) (i.e. \( \gamma F(\tau) \sqsubseteq \tau \)) such that \( \alpha(\perp) \sqsubseteq \tau \).

Then \( \tau \) over-approximates \( \text{lf} \perp F \), that is, \( \text{lf} \perp F \sqsubseteq \gamma(\tau) \). \( \square \)

Prop. 1 enables us to adopt a typical abstract interpretation workflow. That is, given a concrete domain \( L \) and a loop that is interpreted over \( L \), we 1) find a suitable abstract domain \( \mathcal{L} \); 2) interpret the loop’s body as a suitable function \( \gamma F \) on \( \mathcal{L} \); and 3) find a suitable prefixed point \( \tau \) of \( \gamma F \).

For the first task among the above three, not a small number of options have been proposed in the literature; among them are the interval domain \( \text{Intv}_R \) over \( R \), and the domain of convex polyhedra \( \mathbb{CP}_n \), that are used with the concrete domain \( \mathcal{P}(\mathbb{R}^n) \) for reachability analysis. We will be using them later.

Once an abstract domain \( \mathcal{L} \) is fixed, very often there is standard interpretation of (the loop-free fragment of) an imperative language on \( \mathcal{L} \); this achieves the second task. For the last task (i.e. finding a prefixed point), the following notion of widening is used (together with narrowing that we will not be using). We recall its definition, since its certain detail becomes relevant to our technical developments in \( \S 3 \).

Definition 2 (widening operator). Let \((L, \sqsubseteq)\) be a poset. A function \( \nabla : L \times L \to L \) is said to be a widening operator if the following two conditions hold.

- (Covering) For any \( x, y \in L \), \( x \sqsubseteq x \nabla y \) and \( y \sqsubseteq x \nabla y \).
- (Termination) For any ascending chain \( \langle x_i \rangle \in L^N \), the chain \( \langle y_i \rangle \in L^N \) defined by \( y_0 = x_0 \) and \( y_{i+1} = y_i \nabla x_{i+1} \) (for each \( i \in \mathbb{N} \)) is ultimately stationary.

The use of widening is as below: the covering condition ensures that the outcome is a prefixed point; and the procedure terminates thanks to the termination condition.

Proposition 3 (convergence of iteration sequences). Let \((L, \sqsubseteq)\) be a poset; \( F : L \to L \) be a monotone function; \( \perp \in L \) be such that \( \perp \sqsubseteq F(\perp) \); \( \nabla : L \times L \to L \) be a widening operator; and \( \langle X_i \rangle_{i \in \mathbb{N}} \in L^N \) be the infinite sequence defined by

\[
X_0 = \perp \quad \text{and, for each } i \in \mathbb{N}, \quad X_{i+1} = \begin{cases} X_i & \text{(if } F(X_i) \sqsubseteq X_i) \\ X_i \nabla F(X_i) & \text{(otherwise)} \end{cases}
\]

Then the sequence \( \langle X_i \rangle_{i \in \mathbb{N}} \) is increasing and ultimately stationary; moreover its limit \( \bigsqcup_{i \in \mathbb{N}} X_n \) is a prefixed point of \( F \) such that \( \perp \sqsubseteq \bigsqcup_{i \in \mathbb{N}} X_n \). \( \square \)

Note that a widening operator on a fixed abstract domain \( \mathcal{L} \) is not at all unique.

3 Abstract Interpretation Augmented with Infinitesimals

We now present an abstract interpretation framework for the analysis of \( \text{WHILE}^* \) programs—and hence the hybrid dynamics modeled thereby. Details are in [13].

3.1 Theory of Hyper Abstract Interpretation

We can easily see that the abstract domains \( \text{Intv}_R \) and \( \mathbb{CP}_n \) can be transferred and they are in Galois connections with \( \mathcal{P}(\mathbb{R}) \), where \( \mathbb{R} \) is the set of all hyperreals (see \( \S 2.2 \)). The transferred abstract domains can be seen as the interval domain and the domain of convex polyhedra over \( \mathbb{R} \), respectively.
This, however, does not suffice for our purpose of abstract interpretation of \textsc{while}^{\text{dt}} programs. Let $c$ be the command $x:=x+dt$ and the collecting semantics of the loop whose body is $c$ (assume $x$ is initially $0$). The latter’s inductive approximation does not saturate after $\omega$ steps—the collecting semantics grows from $[0,1]$ to $[0,1+dt]$, from the $\omega$-th step to the $(\omega+1)$-th. This makes the basic assumption of the framework in §2.4, namely that $\text{lfp}_1 F = \bigcup_{n \in \omega} F^n \bot$, fail.

Fortunately it turns out that we can rely on the $^\ast$-transform (§2.3) of the theory in §2.4, where it suffices to impose a different condition of hyperdomain structure on the domain and $^\ast$-continuity on the function $\llbracket c \rrbracket$—instead of the cpo structure and the (standard) continuity. This theoretical framework of hyper abstract interpretation, which we shall describe here, is an extension of the transferred domain theory studied in [3, 16]. For further details of the NSA notions used (such as that of internal entity), see e.g. [8].

Here is the counterpart of Prop. 1. As announced, it only requires $L$’s hyperdomain structure (which is equivalent to $^\ast L$’s hyperdomain structure) and $F$’s $^\ast$-continuity.

\textbf{Theorem 4.} Let $(L, \sqsubseteq)$ be a cpo, $(\bar{L}, \bar{\sqsubseteq})$ be a poset such that $L \overset{\alpha}{\equiv} \bar{L}$, and consider its $^\ast$-transform $^\ast L \overset{^\ast \alpha}{\equiv} ^\ast \bar{L}$. Let $F : ^\ast L \to ^\ast L$ be a $^\ast$-continuous function; $\bot \in ^\ast L$ be such that $\bot \sqsubseteq F(\bot)$, and $\bar{F} : ^\ast \bar{L} \to ^\ast \bar{L}$ be an internal function that is monotone with respect to $^\ast \bar{\sqsubseteq}$. Assume that $F \sqsubseteq (^\ast \gamma)(\bar{F})$; and that $\bar{x} \in ^\ast \bar{L}$ is a prefixed point of $\bar{F}$, i.e. $\bar{F}(\bar{x}) \sqsubseteq ^\ast \gamma(\bar{x})$.

Then $x$ over-approximates $\text{lfp}_1 F$, that is, $\text{lfp}_1 F \sqsubseteq ^\ast \gamma(x)$. \hfill $\square$

We shall use Thm. 4 in over-approximating loop semantics in \textsc{while}^{\text{dt}}. Technically some care is needed here regarding the difference between $^\gamma(\mathcal{P}(\mathbb{R}^n))$ and $\mathcal{P}(^\gamma(\mathbb{R}^n))$, but we skip the details.

Our goal is over-approximation of the semantics of iteration of a loop-free \textsc{while}^{\text{dt}} program $c$, relying on Thm. 4. Towards the goal, the next step is to find a suitable $\bar{F} : ^\ast \bar{L} \to ^\ast \bar{L}$ that “stepwise approximates” $F = \llbracket c \rrbracket$, the collecting semantics of $c$. The next result implies that the $^\ast$-transformation of the usual semantics used in standard abstract interpretation for (loop-free) programs can be used in such $\bar{F}$.

\textbf{Proposition 5.} Let $L \overset{\alpha}{\equiv} \bar{L}$ be a Galois connection. Assume that $F : L \to L$ is stepwise approximated by $\bar{F} : \bar{L} \to \bar{L}$, that is, $F \sqsubseteq \gamma(\bar{F})$. Then the (internal) function $^\ast F : ^\ast L \to ^\ast L$ is over-approximated by $^\ast \bar{F} : ^\ast \bar{L} \to ^\ast \bar{L}$, i.e. $^\ast F \sqsubseteq (^\ast \gamma)(^\ast \bar{F})$. \hfill $\square$

\textbf{Remark 6.} It is known in the community that convex polyhedra fail to form a Galois connection (in the above precise sense), and one should alternatively use a concretization-only foundation of abstract interpretation [5]. Doing so in our current nonstandard setting is not hard.

3.2 Hyperwidening and Uniform Widening Operators

Towards our goal of using Thm. 4, the last remaining step is to find a prefixed point $\bar{x}$, i.e. $\bar{F}(\bar{x}) \sqsubseteq ^\ast \gamma(\bar{x})$. This is where widening operators are standardly used; see §2.4.

We can try $^\ast$-transforming a (standard) notion—a strategy that we have used repeatedly in the current section. This yields the following result, that has a problem that is discussed shortly.

\textbf{Theorem 7.} Let $(L, \sqsubseteq)$ be a poset and $\nabla : L \times L \to L$ be a widening operator on $L$. Let $F : ^\ast L \to ^\ast L$ be a monotone and internal function; and $\bot \in ^\ast L$ be such that $\bot \sqsubseteq F(\bot)$. The iteration hyper-sequence $(X_{i \in \mathbb{N}})$—indexed by hypernaturals $i \in ^\gamma \mathbb{N}$—that is defined by

$$X_0 = \bot, \quad X_{i+1} = \begin{cases} X_i & \text{if } F(X_i) \sqsubseteq X_i \\ X_i \nabla F(X_i) & \text{(otherwise)} \end{cases} \text{ for all } i \in ^\gamma \mathbb{N}.$$
reaches its limit within some hypernatural number of steps and the limit \( \bigsqcup_{i \in \mathbb{N}} X_i \) is a prefixed point of \( F \) such that \( + \in \bigcup_{i \in \mathbb{N}} X_i \). \( \square \)

The problem of Thm. 7 is that the finite-step convergence of iteration sequences for the original widening operator is now transferred to hyperfinite-step convergence. This is not desired. All the entities from NSA that we have used so far are constructs in denotational semantics—whose only role is to ensure soundness of verification methodologies\(^1\) and on which we never actually operate—and therefore their infinite/infinitesimal nature has not been a problem. In contrast, the iteration hypersequence \( \langle X_i \rangle_{i \in \mathbb{N}} \) is what we actually compute to over-approximate program semantics; and therefore its termination guarantee within \( i \in \mathbb{N} \) steps (Thm. 7) is of no use.

As a remedy we introduce uniformity of (standard) widening operators. It strengthens the original termination condition (Def. 2) by imposing a uniform bound \( i \) for stability of arbitrary chains \( \langle x_i \rangle \in L^\mathbb{N} \). Logically the change means replacing \( \forall \exists \) by \( \exists \forall \).

**Definition 8** (uniform widening). Let \( (L, \sqsubseteq) \) be a poset. A function \( \nabla : L \times L \to L \) is said to be a **uniform widening operator** if the following two conditions hold.

- (Covering) For any \( x, y \in L, x \sqsubseteq x \nabla y \) and \( y \sqsubseteq x \nabla y \).
- (Uniform termination) Let \( x_0 \in L \). There exists a uniform bound \( i \in \mathbb{N} \) (\( i \) depends on \( x_0 \)) such that: for any ascending chain \( \langle x_k \rangle \in L^\mathbb{N} \) starting from \( x_0 \), there exists \( j \leq i \) at which the chain \( \langle y_k \rangle \in L^\mathbb{N} \), defined as follows, stabilizes (i.e. \( y_j = y_{j+1} \)).

\[
y_0 = x_0, \quad y_{k+1} = y_k \nabla x_{k+1} \quad \text{for all } k \in \mathbb{N}
\]

It is straightforward that uniform termination implies termination. The following theorem is a “practical” improvement of Thm. 7; its proof relies on instantiating the uniform bound \( i \) in a suitable \( \mathcal{Z}^*_r \)-formula with a Skolem constant, before transfer.

**Theorem 9.** Let \( (L, \sqsubseteq) \) be a poset and \( \nabla \in L \times L \to L \) be a uniform widening operator on \( L \). Let \( F : +L \to +L \) be a monotone and internal function; and \( \bot \in L \) be such that \( + \bot \subseteq F( + \bot ) \). The iteration sequence \( \langle X_i \rangle_{i \in \mathbb{N}} \) defined by

\[
X_0 = + \bot, \quad X_{i+1} = \begin{cases} X_i, & \text{if } F(X_i) \sqsubseteq X_i \\ X_i \nabla F(X_i), & \text{otherwise} \end{cases} \quad \text{for all } i \in \mathbb{N}
\]

reaches its limit within some finite number of steps; and the limit \( \bigsqcup_{i \in \mathbb{N}} X_i \) is a prefixed point of \( F \) such that \( + + \subseteq \bigcup_{i \in \mathbb{N}} X_i \). \( \square \)

Note that uniformity of \( \nabla \) is a sufficient condition for the termination of nonstandard iteration sequences (by \( \nabla^* \)). Thm. 9 does not prohibit other useful widening operators in the nonstandard setting. Furthermore, there can be a useful (nonstandard) widening operator except for the ones \( \nabla^* \) that arise via standard ones \( \nabla \).

We investigate uniformity of the widening operators for the interval domain and the domain of convex polyhedra listed below. The definitions are omitted except for one widening operator for the interval domain.

- \( \nabla_{\text{Intv}} \), a well-known widening operator for the interval domain, introduced in [4];
- \( \nabla_{\text{Intv}_c} \), a widening operator for the interval domain (over \( \mathbb{Z} \)) defined as follows:

\[
[l_1, u_1] \nabla_{\text{Intv}_c} [l_2, u_2] := \begin{cases} \text{if } \min(l_1, l_2) > -c \text{ then } \min(l_1, l_2) \text{ else } -\infty, \\ \text{if } \max(u_1, u_2) < c \text{ then } \max(u_1, u_2) \text{ else } \infty \end{cases}
\]

where \( c \in \mathbb{Z} \) is fixed.

\(^1\)Recall that \( \text{WHILE}^* \) is a modeling language and we do not execute them
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• \( \nabla_S \), the standard widening operator for \( \mathbb{CP}_n \) introduced in [7, 9];
• \( \nabla_M \), the widening operator up to \( M \) introduced in [10, 11] for \( \mathbb{CP}_n \); and
• \( \nabla_N \), the precise widening operator for \( \mathbb{CP}_n \) introduced in [2].

Note that \( \nabla_{\text{Intv},c} \) is different from a common widening operator called interval widening with thresholds; \( \nabla_{\text{Intv},c} \) is there as a non-uniform example.

Theorem 10. Uniformity of five widening operators presented above are listed in the table below. Among them three are uniform; two are not.

<table>
<thead>
<tr>
<th>Interval domain ( \text{Intv} )</th>
<th>Convex polyhedra ( \mathbb{CP}_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nabla_{\text{Intv}} (\mathbb{R}^2) )</td>
<td>✓</td>
</tr>
<tr>
<td>( \nabla_{\text{Intv},c} (\mathbb{R}^2) )</td>
<td>×</td>
</tr>
<tr>
<td>( \nabla_S (\mathbb{R}^2) )</td>
<td>✓</td>
</tr>
<tr>
<td>( \nabla_M (\mathbb{R}^2) )</td>
<td>✓</td>
</tr>
<tr>
<td>( \nabla_N (\mathbb{R}^2) )</td>
<td>×</td>
</tr>
</tbody>
</table>

To conclude: Thm. 4, 9 and 10 altogether ensure the soundness and termination of our algorithm implemented in the tool (§1) that relies on the abstract domain of convex polyhedra and the widening operator \( \nabla_M \).

4 Example of Analysis

Finally we showcase how our framework analyzes hybrid systems. Water-level monitor shown in Fig. 1 is employed as an example hybrid system. In this example, \( x \) is the water level, \( l \) is the counter for the time lag, \( p \) is the pump switch and \( s \) is the signal from the sensor.

The verification goal is to see that the level \( x \) stays within 1 cm and 12 cm \((1 \leq x \leq 12)\). We classify the variables into continuous/numerical ones \((l, x)\) and discrete ones \((p, s)\). Accordingly we have:

• \((^*\mathbb{R}^2)^4\) as a concrete domain, corresponding to two continuous values \((^*\mathbb{R}^2)\) for each of \((p, s)\) \(\in\{(0, 0), \ldots, (1, 1)\}\); and

• \((^*\mathbb{CP}_2)^4\) as an abstract domain, where \(\mathbb{CP}_2\) is the domain of convex polyhedra on \(\mathbb{R}^2\).

In fixed-point computation we use \(\nabla_M\), the widening operator up to \( M \) (see, e.g., [10] for more details). The set \( M \) of linear constraints is taken from the program:

\[
M = \{x \leq 5, x \geq 5, x \leq 10, x \geq 10, l \leq 2, l \geq 2\}. \]

As is common in abstract interpretation (see e.g. [6]), we add delays of widening by an extrapolation threshold.

As preparation, we represent the WHILE\(^\text{dt}\) program shown in Fig. 1 that expresses the behavior of a water-level monitor, as the control flow graph in Fig. 2. The iteration sequence we obtain in the analysis is presented in Fig. 3 to Fig. 6. The value of \(\text{dt}\) is fixed to be 0.6 in these graphs just for maintaining the appearance of them.

Then we show how we obtain the iteration sequence presented in Fig. 3 to Fig. 6. Henceforth the word “state” means an abstracted hyperstate. The graph legend shows the program point. For example, the topmost graph in Fig. 3 shows the state on \(p = 1 \land s = 0\) from the program point A to B in Fig. 2 in the first iteration (\(\text{“A00-B00”}\)). The topmost graph in Fig. 4 shows the state on \(p = 1 \land s = 1\) at the program point D in Fig. 2 in the third iteration (\(\text{“D02”}\)). When the graph is not given for a program point, the state at the program point is the same as that in the previous iteration. For example, the state on \(p = 1 \land s = 0\) at \(E\) in the fifth iteration is the same as the graph whose legend is \(\text{“D02-F02”}\) in Fig. 3. The program point where we choose not to widen by extrapolation threshold is explicitly presented by adding “Do not widen” to the graph legend.

We denote the state at the program point, e.g. “\(\text{A01}^1\)” by \(A_1\). \(A_k\) is \(B_{k-1} \cup F_{k-1}\), the convex hull of \(B_{k-1}\) and \(F_{k-1}\). \(B_k\) is \(A_k\) if we chose “do not widen”, or \(B_{k-1} \nabla_M A_k\) otherwise. \(C_k, D_k, E_k, F_k\) can be computed in a obvious manner.
Figure 2: Control flow graph of water-level monitor

\begin{verbatim}
t:=0; l:=0; x:=1; p:=1; s:=0;
p=1
x:=x-2dt; x:=x+dt;
s:=1;
(x\leq 5 \land p=0) \lor (x\geq 10 \land p=1)
s:=0;
l:=l+dt;
\end{verbatim}
Figure 3: p=1 and s=0

Figure 4: p=1 and s=1
When starting static analysis, we set the states at all program points to \( \bot \) (the empty convex polyhedron). At first, the assignments in the entry node are evaluated and \[ A_0 = \text{con}\{p = 1, s = 0, x = 1, l = 0\} \] where \( \text{con} \) is a function that maps a set of inequalities to its corresponding convex polyhedra. Then we compute the states as follows:

\[
B_0 = \bot \nabla_M A_0 = A_0 \\
C_0 = \text{con}\{p = 1, s = 0, x = 1 + dt, l = 0\} \text{ by applying } x := x + dt \text{ because } p = 1 \\
D_0 = C_0 \text{ because } (x \leq 5 \land p = 0) \lor (x \geq 10 \land p = 1) \text{ is interpreted as } \text{ff at } "C00" \\
\quad \text{and } s \text{ is already assigned to } 0 \\
E_0 = F_0 = D_0 \text{ because } s = 0 \\
A_1 = B_0 \sqcup F_0 = \text{con}\{p = 1, s = 0, 1 \leq x \leq 1 + dt, l = 0\} \\
B_1 = B_0 \nabla_M A_1 \\
\quad = \text{con}\{p = 1, s = 0, x = 1, l = 0\} \nabla_M \text{con}\{p = 1, s = 0, 1 \leq x \leq 1 + dt, l = 0\} \\
\quad = \text{con}\{p = 1, s = 0, 1 \leq x \leq 5, l = 0\}
\]

Note that \( M = \{x \leq 5, x \geq 5, x \leq 10, x \geq 10, l \leq 2, l \geq 2\} \). We can iteratively compute in this way and at "B13", we reach a prefixed point and soundly approximate the least fixed point. The result means that the level of the water \( x \) always satisfies \( 1 - dt \leq x \leq 12 + dt \). This is what we wanted modulo infinitesimal gaps.
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