Building Visual Anomaly Dataset from Satellite Data using ADS-B
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Abstract

In this paper, we present a novel way of obtaining extremely challenging image dataset for the purpose of benchmarking image anomaly detection methods. By definition, anomalies are rare occurrences, and therefore, annotation of anomalies using human workforce is difficult and costly, as large amounts of mostly non-anomalous data need to be checked. To alleviate this problem, we use satellite images from Planet.com as the source of visual data, and combine them with ADS-B data to detect airplanes in a semi-automatic way. This way, our definition of anomaly is an appearance of an airplane on mostly airplane-free images. This not only speeds up annotation, but also provides the exact specification of what constitutes an anomaly, in an objective way. The resulting meta-dataset, containing references to Planet.com imagery and accurate annotations will be published in the near future. It will include locations of nearly 100 positions of airplanes on satellite images and the corresponding references to satellite images, captured in vicinity of large airports in different parts of the world, in different climate zones.

1 Introduction

Anomaly detection is one of the classical problems in artificial intelligence and computer vision [3]. The core task of anomaly detection is to find unusual patterns in data. As such, it has many possible applications, ranging from remote sensing [4, 12], fraud prevention, forensics, security, and medicine. By definition, anomaly detection assumes highly biased dataset, where there is plenty of data that can be described as normal, and very rare cases that can be described as abnormal. Figure 1 shows example of anomaly straight out of our dataset: large passenger airplane, overflying a terrain in vicinity of large international airport. It is quite obvious that such events, captured in satellite images, are quite rare.

There are two key problems in anomaly detection:

∗Did majority of the work in collecting the imagery, correlating it with ADS-B data and refining the final annotations.
†Provided the core idea of the work, numerous suggestions, and ran the preliminary experiment using Ganomaly deep network.
The real-world abnormal data is scarce and difficult to obtain, since it appears in real world scenarios much less frequently than normal data (e.g. fraudulent financial transactions in financial data, disturbances in surveillance footage, disease in medical imaging, faulty products on a production line, etc.)

Even with domain knowledge, the definition of anomaly is problematic, as only normal data is well defined, so domain experts have to be brought in for annotation.

Therefore, anomalous data is both scarce and possibly hard to define. Together, this represents significant obstacle for the collection of challenging datasets for evaluation of anomaly detection methods.

2 Related work

Based on the above analysis, it is not surprising that there is a scarcity of good, publicly available anomaly detection datasets, and that researchers often try to employ shortcuts to get usable data.

A standard approach is to use one of the standard object classification datasets, where one or more categories are arbitrarily designated to be anomalous. Such approach has been used in performance analysis of the GANomaly algorithm and its more recent derivative [2, 3]. They used CIFAR10 [8] and MNIST [9] datasets in the manner described. In other two datasets they used, featuring dangerous items in luggage and collection of firearms, the ratio of anomalies to normal samples was unnaturally high as well.

Next possibility to produce an anomaly dataset without huge amount of manual work, is construction of the synthetic dataset, such as [1]. Finally, in some cases researchers actually went through challenging task of gathering images of rare defects on industrial production lines, and provided fully annotated dataset, as for example [14].

Even though detection of airplanes on satellite images is not the main topic of this work, it is worth noting that it attracts considerable interest by itself [10, 7, 11, 5, 6, 17].

3 Data

Two kinds of data were used in this research, satellite images and ADS-B data on aircraft position.
3.1 Satellite images

We focus on detection of anomalies in satellite images, which has many applications. Just some of them are anomalies in crop development [4], detection of archeological sites and wildfires [16]. To obtain satellite data, we use services provided by Planet.com [15], specifically the RGB visible spectrum images. Best quality images for locations we are interested in are available in one-day intervals, geotagged (position and UTC timestamp) and have resolution of 3m per pixel.

The current challenge in anomaly detection lies in detecting yet unknown anomalies, that is, posing the problem as one-class classification problem, where the difficulty increases significantly if normal class has significant variations. Satellite images in general are good example of such normal data, but the question remaining now is, what should be included among anomalies?

This can be solved by limiting our dataset to aforementioned one-class approaches, where algorithm is not supplied with anomaly examples during the training, such as [3]. In this case we are free to decide the nature of anomaly in the dataset, as the challenge lies in the good modelling of normal data, and detecting deviations from that.

The decision has been made to define airplanes, flying over the terrain, as anomalies. Commercial aircraft are visible on Planet.com imagery, with resolution up to 30 pixels per airplane, but considering underlying terrain they are a clear anomaly. Clear, objective definition of anomaly addresses the problem of image annotation and largely removes need for expert annotators – if we can obtain airplane positions in the exact moment images were captured.

3.2 Aircraft position from ADS-B messages

Due to inadequacy of radar-based control of air traffic, protocols were devised to enable aircraft to broadcast their information to passive receivers. Most commercial aircraft have so called MODE-S transmitters, and part of the data they transmit are aircraft position and altitude, in form of a ADS-B messages. These can be received by anybody with inexpensive receiver, and often, the receivers are connected to large networks, to provide global coverage, such as those operated by FlightRadar24, FlightAware and OpenSky network.

Our preliminary examination was done with FlighRadar24 data, using graphical interface, which does not support export of geographically limited tabulated data. After getting access to OpenSky Network historical database [13], we partially automated the procedure.

4 Obtaining images and annotations

Amounts of data that are provided both by satellite imaging (due to high resolution) and ADS-B messages (due to large amount of aircraft worldwide) is very large. Satellite imagery is sparse in temporal sense, since only one image per day is available, and ADS-B data is sparse in spatial sense, since aircraft are far apart during cruise phase of the flight. Therefore, we devised the following procedure:

- We focused on largest airports in the world, situated in different parts of the world, with intention to capture as diverse backgrounds as possible.
- A cloud-less day was chosen and imagery in radius 10-20 kilometers around the airport was requested from Planet.com and downloaded.
- Given the acquisition timestamp and geographical area, aircraft positions were determined from ADS-B data and (currently) manually annotated. Aircraft that are on the ground are ignored, and airport areas with parked aircraft will be excluded from the dataset.
5 Results

First, we present a preliminary qualitative results of our work. For better understanding of the scale of the problem, interested readers may search for the town of Saint-Soupplet in Google Maps, and compare aerial images to Figure 1, where both the town and airplane are visible. Crop-outs of some of detected aircraft images are shown in Figure 2.

![cropped aircraft images](https://planet.com/satellite-data)

Figure 2: A few of the cropped aircraft images from satellite imagery. [Satellite data copyright by Planet.com]

To get an early feedback on the performance of the state-of-the-art anomaly detection methods, single satellite image, shown in Figure 3 was divided into 32×32 pixel tiles, except for the areas, where three aircraft were located. This yielded a highly biased dataset for learning of the generative models: 11,618 "normal" training samples, 1218 "normal" testing samples, and three "abnormal" testing samples, which were the tiles, with aircraft present. This is a very limited test, but nonetheless, it reflects the real-world problem pretty well: detection of anomalies on high-resolution satellite images should be possible from single image alone, as it provides plenty of information to learn a normal model. We used original formulation of GANomaly [2], with the corresponding source code.

The experiment nevertheless discovered problems in performance analysis of anomaly-detection methods. For one, different metrics can be used. One of them is area under ROC (Receiver Operating Characteristic) curve (AUC ROC). This is a popular metric, but it should not be used on extremely biased datasets. In our tests, AUC ROC, which has a range from 0.5 (worst) to 1 (best) reached 0.999, which is almost perfect result, indicating our dataset is easy. Unfortunately, this effect is entirely due to biased dataset, as AUC ROC is not sufficiently
Figure 3: Full satellite image that was used in testing. Figure 1 shows enlarged part of this image. Red markers show the position of three airplanes, that were discovered on this image. [Satellite data copyright by Planet.com]

penalized for wrong classification of small number of anomalous samples.

The other metric is area under precision-recall curve (AUC PRC). This metric better reflects performance on the biased datasets, but the results on GANomaly were inconclusive, as the results varied wildly between successive runs. Last two recorded runs yielded values of 0.806 and 0.589, which is a significant difference, as the minimum possible value is 0 (worst) and the maximum is 1 (best). At least, the results of GANomaly tend to be extremely dependent on its initialization values. On the other hand, it shows that such realistic, extremely biased dataset was badly needed.

6 Conclusion

The final step of the presented procedure is still partly manual, as ADS-B location is only taken as approximate hint where to look for the aircraft. At the resolution of 3m per pixel, it is impossible to examine images for aircraft by hand - ADS-B data is needed to do it efficiently. Certainly and important conclusion is that the method works, at least in the vicinity of the airports, where airplanes tend to fly slower due to being on approach or takeoff.

Dataset will be published in the first part of 2020 at the following location https://lmi.fe.uni-lj.si/en/research/resources/. It will be published as the meta-dataset, with IDs of Planet.com images of which the dataset is comprised, and the metadata, which denotes positions of the airplanes. The goal is to provide close to 100 anomalous samples, and normal samples from at least 10 international airports.
7 Acknowledgments

This research has been supported by:

- Slovenian Research Agency (ARRS) program P2-0095 (Parallel and Distributed Systems), and project J2-9433 (Detection of inconsistencies in complex visual data using deep learning),

- Planet.com [15], by providing the authors with access to satellite imagery through Planet’s Education and Research Program,

- OpenSky network [13], by providing the authors with access to the database of historical ADS-B data.

References


