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Abstract

Many organizations develop software systems using Open Source Software (OSS) components. OSS components have a high risk of going out of support, making dependency on OSS components risky. So, it is imperative to perform risk assessment during the selection of OSS components. A model that can predict OSS survivability provides an objective criterion for such an assessment. Currently, there are no simple, quick and easy methods to predict survivability of OSS components. In this paper, we build a simple Multi Layer Perceptron (MLP) to predict OSS survivability. We performed experiments on 449 OSS components containing 215 active components and 234 inactive components collected from GitHub. The evaluation results show MLP achieves 81.44% validation accuracy for survivability prediction on GitHub dataset.
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1 Introduction

Organizations typically develop software systems using in-house software components and commercial off the shelf software (COTS). Many organizations are changing the way they create, capture, consume, and commercialize software [5] by increasingly adopting Open Source Software (OSS) components. OSS components are seeing dramatic growth in use, causing a large number of applications to contain much more open source code than proprietary code [4]. Synopsys’ software composition analysis (SCA) 2018 report [4] using Black Duck audit team found OSS components in 96% of the applications scanned (similar to 2017) and 257 OSS components per codebase (75% growth between 2017 and 2018).

For a system to be successful, a risk assessment of the software components that will eventually become part of a larger system is important. For in-house software components, there is an opportunity to take proactive measures during the entire development life cycle to ensure
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longevity. For COTS components, well established selection methods are available [18]. However, when OSS components are evaluated, system engineers have no control over the design and build phase. Also, dependency on OSS components is risky, given OSS components have a high risk of going out of support - see Figure 1 for an example of how fast repositories go unsupported on GitHub. So, it is imperative to perform risk assessment during the selection of OSS components. A model that can predict OSS survivability provides an objective criterion for such assessment and comparison between OSS component candidates. In this study, we use easily computable software component metrics, readily available developer and user data as features to train Multi Layer Perceptron (MLP) to predict survivability of OSS components.

OSS component refers to a GitHub repository (usually abbreviated to “repo”) which is a location where all the files for a particular OSS project are stored. Each project has its own repo, and you can access it with a unique URL. Data in Figure 1 is obtained by querying GitHub. Query https://api.github.com/search/repositories?q=created:<=2011-01-01 provides data for components created before 2011. Query https://api.github.com/search/repositories?q=pushed:>2012-01-01+created:<=2011-01-01 provides data for components created before 2011 and updated after 2012 (Replacing 2012 with 2013 to 2018 in this query gives the component updated data for the rest of the years).

![Figure 1: OSS Components on GitHub](image)

The remainder of the paper is organized as follows: In Section 2, we give an overview of related work. In Section 3, we describe the setup of our proposed methodology, including design, data description, data sources, data collection, the model used, training and testing. In Section 4, we present results. In Section 5, we discuss threats to validity of this study. Section 6 concludes the paper.
2 Related Work

OSS survivability was introduced as Viability Index [20] and defined with three dimensions: vigor, resilience, and organization. Vigor represents the ability of a project to grow over a period of time, resilience represents the ability of a project to recover from internal or external perturbations, which are interpreted as changes in the project’s operating environment and finally organization represents the amount of structure exhibited by the interaction between software project contributors. Viability Index was demonstrated to be a robust and valid measure of OSS project survivability on projects hosted at SourceForge.net [1]. 136 samples were used to compute the weights for each dimension and cross-validated on a holdout sample of size 96 achieving prediction accuracy of 92.78%. This work was replicated in [12] by considering 183 projects from the Gnome ecosystem [11]. Here the authors define non-survival in terms of inactivity if there were no commits to its version repository during the 365 days before the date on which they extracted the source code repository.

Similar to OSS survivability, OSS Life-Span prediction was developed in [16]. OSS life-span was predicted using five characteristics of an OSS component: number of files, the programming language used, number of core developers, quality of core developers (defined by the number of followers), and the type of application. Here non-survival is defined as no code or comment committed in six months. In this study, we use a similar definition for survival as both previous studies.

3 Methodology

3.1 Design

The proposed method is based on [9] and consists of the following steps:

1. Collect GitHub OSS component developer and user attributes
2. Label the components found in step 1, using the status or last_updated attribute
3. Download the component code, perform static analysis using sonar scanner tool, and collect product metrics
4. Determine the survivability score of the component using the product, developer and user attributes
5. Repeat this for all candidate components and compare the results.

To design the attributes, we first investigated the factors contributing to the OSS component survival. There are three entities that are involved in OSS components - the product, user, and developer. Thus, we propose three primary dimensions for evaluating the survivability of the candidate OSS component: Product Factors, User Factors, and Developer Factors, as shown in Figure 2.

3.2 Dimensions of Survivability

3.2.1 Product Factors

Software metrics quantify the quality of source code [7, 8]. McCabe’s Cyclomatic Complexity (CC) [19] is defined as the number of linearly independent paths in the program control graph
or the control flow graph (CFG)- a higher value indicating more complex code. Mathematically, it is computed as, \( CC = E - N + 2P \), where, \( E \) = the number of edges in the CFG, \( N \) = the number of nodes in the CFG, and \( P \) = the number of connected components in the CFG. One of the shortcomings of \( CC \) is that it does not take into consideration comprehensibility of source code and may give similar measures for two different code blocks having vastly different levels of comprehensibility. Since ease of understanding is directly related to the maintainability of the software, a metric that considers this is essential. Cognitive complexity [2] has been defined as a metric that takes care of the relative difficulty of understanding different program structures. This metric penalizes nested constructs and recursive definitions that are relatively more difficult to understand and interpret. We use both Cyclometric Complexity and Cognitive Complexity attributes in our model.

### 3.2.2 User Factors

OSS users are segmented into four categories in [13]: Segment 1 encompasses ordinary users who are neither software developers nor OSS community members. Segment 2 consists of users who are exclusively developers and choose not to join OSS community groups. Segment 3 includes users who are exclusively OSS members. Segment 4 encompasses users who are both developers and members. In this study, we use subscriber base (number of subscribers to an OSS component) because we believe it is a proxy for real users. We augment subscriber base with “number of open issues” to potentially distinguish real users from non-users, because we believe real users are more likely to open issues. Subscriber count and open issue count can be extracted by querying Github using url: https://api.github.com/repos/apache/zookeeper and filtering for subscribers_count and open_issues_count respectively for zookeeper component. This process has be repeated for each component.
3.2.3 Developer Factors

The majority of OSS developers are volunteers who supply their work for free [6], and many of them agree to have their contributions licensed in such a way that is difficult for them to profit directly from the resulting software product. In [17], OSS developers are divided into two into two distinct groups: core developers and non-core developers. In this Study, we use the total number of contributors for each component for the latest release without any further segmentation. We believe that developers play an important role in the success of OSS projects. Number of contributors can be queried by downloading OSS component to local file system and executing the following Linux command:

```
$ git shortlog -sn | wc -l
```

3.3 Data Sources

Before the '90s, the concept of free and open-source software was not prevalent, and most software companies had proprietary licensed software available on the market. In the early '90s, the Linux kernel was released under the GNU General Public License [22] as the first proper open-source software, and it garnered much attention from hobbyists and programming enthusiasts. Gradually the benefits of open-source began to be realized by organizations - making source code available to the general public increased community involvement and encouraged product development and evolution. As of now, some of the most successful software is open-source, and open-source development is promoted worldwide. Two of the largest web platforms hosting open-source projects are SourceForge [1], with over 430,000 projects and 3.7 million users, and GitHub [3], with millions of repositories and users.

Obtaining data from OSS repositories is a tedious exercise [10]. However, GitHub is a collaborative development hosting site that provides access to internal data stores through an extensive REST application programming interface. In this study, we collected GitHub repository data as described next.

3.4 Data Collection

The process used to collect OSS component data using the GitHub API is shown in Figure 3. After the component data is collected, the process to collect attributes from the repositories is shown in Figure 4.

3.5 Machine Learning Model

Multi Layer Perceptron (MLPs) were developed as computational learning models in the 1940s, crudely inspired by the functioning of the human brain [21]. MLPs are made up of layers of ‘neurons’ or nodes with connections between the layers. Each neuron is also called a perceptron, which, is a linear classifier, that outputs one class if the function exceeds a certain threshold value and another class otherwise.

\[
f(x) = \begin{cases} 
1, & \text{if } w^T x - b > 0 \\
0, & \text{otherwise}
\end{cases}
\]

where \(x\) is the input vector, \(w\) is a vector of real-valued weights and \(b\) is a bias.

The perceptron is a linear classifier, and it will reach convergence only for linearly separable data. However, layers of perceptrons can be stacked to classify complex data with non-linear
decision boundaries. Each layer in a neural network is made up of several such perceptrons, which take in some input, apply an activation function on the input and output some value based on the threshold. The example above uses a simple unit step function. However, this activation function is not used in real-world applications. The unit step function being non-continuous, is not differentiable, and hence cannot be used for training neural networks using conventional methods. Activation functions (like sigmoid function) are used to incorporate non-linearities in neural networks. Sigmoid function

\[
f(x) = \frac{1}{1 + e^{-x}}
\]

is commonly used as it is continuous and differentiable.

Learning in MLP is done via gradient descent and backpropagation [21]. The MLP acts as a function and maps the input vector \( X \) to an output \( \hat{Y}_{predicted} \). During training with labelled data, the predicted output is compared with the actual output \( Y_{actual} \) and a loss is calculated. Just like activation functions, several variants of loss functions are in use. This loss is backpropagated through the network to update the weights in order to decrease the error in the next iteration. Neural networks with at least one hidden layer are often known as universal approximators as they can approximate any continuous function [15].
3.6 Training and Testing

Our data set consisted of 449 OSS project records from GitHub [3]. Each record is associated with the inactive or active project and has five input attributes: Cognitive Complexity, Cyclo-metric Complexity, Number of Subscribers, Number of Open Issues, and Number of Developers. A project is considered inactive if it did not have activity for one year before 1st January 2019. We split the data set into a testing set consisting of 97 (21.6%) records as a hold out for final testing. We used the remaining 352 (78.4%) records for training. MLP machine learning algorithm from WEKA [14] tool is used. MLP with one hidden layer consisting of 4 nodes, learning rate of 0.3, momentum rate of 0.2 and 20,000 epochs were used to train the model. The model is shown in Figure 5.

3.7 Results

Standard metrics are used to evaluate the performance of the trained MLP. The metrics we evaluated are: Accuracy (A) is the proportion of the total number of correct predictions. True Positive Rate (TPR) is the proportion of the correctly identified positive cases. False Positive Rate (FPR) is the proportion of negatives cases that were incorrectly classified as positive. Precision (P) is the proportion of the correctly predicted positive cases. F-Measure is a weighted average of the TPR and P. Receiver operating curve (ROC) is a graph to summarize the performance of the classifier over all probable thresholds generated by plotting the TPR on Y-axis against the FPR on X-axis. Results are shown in Table 1 and Table 2. Analyzing the outcome of the experiment using MLP algorithm, we achieved 81.44% accuracy on the hold out
set in predicting OSS component survivability.

3.8 Threats to Validity
The findings of this study are derived from an analysis of 449 programs written in Java. While the data set is large, a generalization of the results to other programming languages may not be possible.
The features used in this study are derived from the latest version. While we verified that there are no obvious patterns on the latest software compared to a different release version, building models with data sets computed at different release versions would make the model more robust.

The data for this study is collected from GitHub and generalization of the results to other open source hosting platforms may not be possible. We hypothesize that the results would generalize to other hosting platforms and in a future work, we plan to collect data from other open source platforms and validate this hypothesis.

3.9 Conclusion
Software complexity, developer commitment and user base have a significant impact on OSS longevity. These attributes are effective predictors of open source software survivability because they expose developer habits, unveil the user interest, and capture the essential metrics for architecture, design, and code of the underlying software. Applying MLP machine learning technique on data collected from GitHub, we were able to predict OSS survivability with an accuracy of over 81.44% on validation set while the training set had an accuracy of 70.17% indicating that the model generalized well.
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