A comment on information leakage from robust code-based checkers detecting fault attacks on cryptographic primitives
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Abstract

Cryptographic hardware primitives must be protected against fault-injection attacks. Security-oriented error-detecting codes provide (probabilistic) guarantees for detection of maliciously injected faults even under assumption of a sophisticated attacker with access to powerful equipment. In this paper, we revisit the earlier finding that error-detection infrastructure may increase the undesired information leakage. We formalize the information leakage from the checker response by means of mutual information. We apply our analysis to the best security-oriented robust codes known today. We prove that the probability of an undetected attack is exponentially smaller than the entropy loss due to information leak from the checker. This means that an attack will be detected far before the attacker will gain significant information. Given a bound for acceptable information leakage (e.g., 0.5 bits of a 128-bit secret key), our analysis allows the designer to easily choose the number of redundant bits required to stay below that bound. The obtained results extend our knowledge about the relationship between detection capabilities of codes and information leakage due to them.

1 Introduction

Fault injection attacks on ciphers circuits aim to extract the secret key by analyzing correct and faulty ciphertext pairs. Such attacks grow in importance since novel cyber-physical applications and autonomous systems are physically exposed to and accessible by their users and can be manipulated. A large number of popular cryptosystems have been successfully attacked, ranging from simple block ciphers (e.g., AES\textsuperscript{1}, PRESENT\textsuperscript{2}, LED\textsuperscript{3}) to elaborate asymmetric\textsuperscript{4} and postquantum schemes\textsuperscript{5, 6}. One of the most effective ways to mitigate fault injection attacks is by embedding security oriented codes in hardware. These codes are essential for mitigating faulty ciphertext-only attacks\textsuperscript{7}.

Security oriented codes can utilize deterministic or random encoders. The effectiveness of codes with random-encoding, e.g., the codes in\textsuperscript{8, 9, 10, 11}, depends on the entropy of the
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random portion. In practice, it is difficult and expensive to implement a true (i.e., maximal entropy) random number generator that cannot be neutralized by fault injection. This makes codes with deterministic encoding an attractive alternative [12]. In this paper we focus on information leakage from robust codes with deterministic encoding.

It is often argued that deterministic code-based countermeasures against fault injection attacks can increase the information leakage via the side channels (such as power consumption, electromagnetic radiation etc.). This claim is true to some extent; redundancy of any kind, as it is, carries information on the secret data it aims to protect. The question is how much exploitable information the redundant portion carries. In general, duplication based redundancy or repeated computation increase the SNR ratio (i.e., the ratio between the energy of the signal that carries information and the energy of the thermal and switching noises). It also increases the correlation between the secret information and the side information. In some cases, the security level can still degrade even if more complex codes are employed. In [13], the authors studied the effect of a low rate error detection circuits on resistance to power analysis attacks. The evaluation that was carried on a single S-box circuit showed that an adversary who knows the coding scheme can take advantage of this additional information. An analysis of the mutual information between the secret 8-bit key and the power trace showed that this attacker could learn at most 0.5 bits (depending on the noise level), whereas an attacker who was not aware of the implemented code had a lower success rate.

The observations presented in [13] apply to cases in which each SBox has its own redundant
Table 1: Information leakage (bits) and cumulative probability of an undetected (masked) fault attack for a 64-bit key protected by nine redundant bits

<table>
<thead>
<tr>
<th>Number of faults (d)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>16</th>
<th>251</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information leakage</td>
<td>0.25562</td>
<td>0.51124</td>
<td>0.76686</td>
<td>1.02248</td>
<td>4.08992</td>
<td>64</td>
</tr>
<tr>
<td>Masking probability</td>
<td>3.91E-03</td>
<td>1.53E-05</td>
<td>5.98E-08</td>
<td>2.34E-10</td>
<td>2.98E-39</td>
<td>&lt;1E-604</td>
</tr>
</tbody>
</table>

bits; i.e., when the code rate is low. The AES architecture such as the one presented in [14] (see Fig 1) employs a predictor and a checker to protect all the state bits. The predictor computes the value of \(r\) redundant (check) bits in parallel to the execution. These bits, together with the 128 bits of the SubByte block (64 bits for lightweight ciphers), form a codeword. If a robust code is used, any attempt to tamper with the combinational logic or to flip the content of the registers will be detected by the checkers with a guaranteed probability. For example, a Compact Protection Code (CPC) [15] can protect any number of state bits with a worst-case probability of an undetected fault being \(2^{-r+1}\) where \(r\) is the number of redundant bits. An attacker like the one in [13] who aims to extract only 8 state bits at a time cannot acquire information from the \(r\) redundant bits because they depend on the complete state and not only on its 8-bit portion; the relationship between 8 bits and the redundancy bits appears as totally random. In other words, the entropy of these eight bits does not decrease given the value of the \(r\) redundant bits.

Recently, several authors have observed that fault-tolerant digital design techniques affect SCA resistance [16, 17]. In [16] the authors proposed a combined single fault location attack on redundancy based countermeasures assisted by supplementary side channel information on the Hamming weight of the manifested error. However, this attack strategy applies to software implementations of AES and PRESENT ciphers that are protected by time/space redundancy. The type of redundancy used in these papers is not robust, and therefore the success of these attacks does not contradict our findings which assume security-oriented robust codes.

Contribution: In this paper we examine whether the use of robust codes with a deterministic encoder can degrade security; that is, whether the checker’s response can narrow the key’s search space. We evaluate the (average) reduction in the size of the search space in terms of the mutual information (MI) between the secret key and the checker’s response. The MI is analyzed as a function of the injected error; it represents the (average) number of bits that can be learned about the key from a single injection of a specific error vector. We show that, when robust codes are used, the entropy loss due to information leak from the checker is small and increases linearly both in the number of redundant bits \(r\), whereas the probability that the attack not be detected decreases exponentially. The same relationship holds for the dependency of the entropy loss and probability of an undetected attack on the number of fault injections. In other words, we can expect that providing strong fault detection has only a limited and exponentially decreasing impact on information leakage and thus on security.

For example, assume that a 64-bit secret key is protected with a security-oriented code with nine redundant bits. Table 2 provides one suitable code for this purpose. From our analysis it will follow that a standard checker leaks 0.25562 bits per fault injection and that the probability that a fault injection is undetected is \(3.91 \cdot 10^{-3}\). Table 1 shows the total number of bits leaked after \(d\) fault injections and the probability that the attack will be detected. It can be seen that the number of attacks to extract a non-negligible amount of information is such that its detection is near to certain (e.g., masking probability of \(10^{-30}\) for 16 fault injections necessary for extraction of 4 bits).
2 Preliminaries

2.1 Fault-injection attacks

It has been noticed in [18] that faults that occur during a cryptographic operation can compromise its security. Fault-injection attacks utilize this fact by deliberately inducing a physical disturbance during the execution of a cryptographic function. A plethora of fault-injection techniques has been demonstrated, including inducing glitches on the circuit’s inputs or clock lines; overheating; underpowering; applying electromagnetic pulses; and illuminating the circuit with a laser [19, 20]. The best known attacks, which need a single fault injection to recover the complete secret key of a cipher [1, 3], require very high temporal and spatial resolution, i.e., a fault injection in a precisely known clock cycle at a precisely known portion of the circuit. Even the most sophisticated fault-injection techniques [21] currently do not provide such resolution, and as a consequence, an attack must be attempted several times. Robust codes used in this paper make a conservative assumption of the attacker: namely that the attacker can precisely select an arbitrary number of specific bits that will be flipped as a consequence of the fault injection. This is captured by defining the error as a binary vector which is added (XORed) to the circuit’s outputs and errors which the attacker can choose.

Once a fault has been injected, the attacker can analyze the circuit’s outputs (ciphertexts in the case of encryption) obtained in presence and in absence of the disturbance. Applying differential cryptanalysis techniques, secret key bits can be inferred. It is also possible to collect a larger number of the circuit’s responses for faults of different intensities and to infer the key from a statistical analysis [22, 23]. In this paper, we make no assumption about which type of fault analysis the attacker will perform. Any injected fault that goes undetected by the robust code is considered critical and the codes aim at increasing the probability of detection. The question considered is whether knowing the checkbits gives the attacker additional information about the secret key and how much such information leakage can occur.

2.2 Robust codes based architectures

There is a fundamental difference between protecting the output of combinational logic (in our case, a cipher) and protecting data stored in memory arrays or registers. In the latter case the information portion is given explicitly, whereas in the first case, it is given implicitly. In other words, information about the secret key exists in the circuits’ output as a function of functionality of the circuit, the user-controlled inputs and the internal state variables. In protected memory arrays, the codeword is stored in memory, whereas in protected cryptographic modules a (systematic) codeword is formed on the inputs of the checker.

When security-oriented codes are applied to hardware implementations of cryptographic primitives (e.g., block ciphers), they can interpret the entire state of the cipher (128 bits for AES-128, 64 bits for LED-64) as the information portion and add redundant bits according to the code structure. Detailed security-oriented code-based architectures are discussed in [24] for robust codes with and without error correction capabilities. Example 1 further below illustrates the application for the reduced example of a 12-bit cipher state being protected by two redundant bits.

Formally, denote by $n_b$ the number of wires that enter the checker. We refer to this $n_b$-bit binary vector as a $q$-ary word of length $n = n_b/m$ symbols over an alphabet of size $q = 2^m$. In a fault-free circuit, the $q$-ary vector is a codeword that consists of $k$ $q$-ary symbols which represent the output of the original component, and $r$ $q$-ary redundant symbols generated by the predictor.
A schematic description of a circuit that implements a protected AES cipher is shown in Fig. 1. The inputs to the circuit are the plaintexts $s$ and a key $y$. We assume that $s$ is known to the attacker and that the random variable $Y$ that represents the key has maximal entropy; i.e., $H(Y) = m \cdot k$. In a fault-free scenario, the original component computes $x = f(s + y) \in \mathbb{F}_q^k$ in the first cycle and stores it in the register. From the point of view of the attacker $x$ is a uniformly distributed random variable.

The plaintexts $s$ and the random key $y$ also enter a predictor block that computes $r$ redundant $q$-ary symbols. Denote by $w$ the output of the predictor. $w$ is a deterministic function of $s + y$. Since $f$ is a bijective function, w.l.o.g. we can refer to $w$ as a function of $x$. That is, $w(x) = w(f(s + y)) \in \mathbb{F}_q^n$. The pair $c = (x, w(x))$ forms a codeword of length $n = k + r$ in a systematic $q$-ary code $C$ which is stored in the register.

An attacker may tamper with the original circuit and/or the predictor. Denote by $\hat{c}$ the word on the checker’s inputs. In a fault-free circuit $\hat{c} = c$. The difference between $\hat{c}$ and the correct codeword $c$ is denoted by $e$. That is, $e = \hat{c} - c \in \mathbb{F}_q^n$ is an additive error vector. Experimental results reported in [25], show that some fault injection techniques, e.g. by jittering the clock, causes arbitrary number of bit flips. These bit flips are modeled as additive errors over a finite field of characteristic 2.

The checker examines the word $\hat{c}$ it sees on its inputs. If it decides that the word is not a legal codeword or that it cannot be corrected into a legal one, it outputs the value $\perp$. Depending on the design, a $\perp$ may halt the processor or cause the system to replace the output by a random one. If the checker decides that the word is legal or that it is within the correction capability of the code, it decodes it into a legal codeword. The checker’s output is denoted by $v$, $v \in C \cup \{\perp\}$. If $v \in C$, it is of the form $v = (v_x, v_w)$.

The same takes place in the following cycles; the register is loaded with a codeword $c \in C$ computed by the predictor. However, here $s$ is not the plaintext, but rather a deterministic function of the (key dependent) state bits of the register.

Since the checker is implemented in hardware on the same circuit as the logic which it protects, the checker itself can be subject to fault injection as well. Usually, the checker is composed of two parts: an encoder and a comparator. An attack on the encoder logic is equivalent to an attack on the register and hence will be detected. Detection of an attack on the comparator requires a security aware implementation [26].

Note that the data processed by the last two blocks in Fig. 1 are not protected. An effective attack on these blocks will aim to stick the bits and not flip them. Thus, codes detecting stuck-at faults will be more effective. This however is beyond the scope of this paper. A detailed analysis of the security provided by unidirectional error detecting codes can be found in [27].

### 2.3 Effectiveness of security oriented codes

In general, the effectiveness of a code as a countermeasure against fault injection attacks is measured in terms of its error detection capability. A code $C$ is said to be robust if it can detect any additive error $e = (e_x, e_w) \in \mathbb{F}_q^n$ with non zero probability. Specifically, under a uniform distribution of $x$, the probability $Q(e)$ that a nonzero error $e$ is masked by the codewords is

$$Q(e) = q^{-k}|\{c : c, c + e \in C\}| < 1.$$  

The code’s error masking probability is defined as $Q = \max_{e \neq 0} Q(e)$. The value of $Q$ is lower bounded by the average error masking probability; namely, $Q \geq 2^{-r \cdot m}$. Codes that fulfill this bound on equality are called optimum robust codes. There are very few high rate optimum or close to optimum robust error detecting codes; most are variants of two basic structures:
the Quadratic-Sum (QS) code [28] and Punctured-Square (PS) / Punctured-Cubic (PC) codes [29, 30]. Punctured codes exist for any \((k, r)\) pair but their implementation cost is high, whereas the QS based codes have low implementation costs but impose restrictions on the relationship between \(k\) and \(r\). The best robust code known so far is the compact protection code (CPC), which provides a high rate and low implementation cost, and exists for any \(k\) and \(r\) [15].

In the next section, we examine how many information bits leak from a checker that utilizes robust codes.

3 Information leakage from robust code based checkers

We assume that the attacker knows the code and hence can know which errors will be always detected \((Q(e) = 0)\) and which have a chance to pass unnoticed \((Q(e) > 0)\). Therefore, from here on, we assume that an error \(e\) of the latter type is injected. We measure the information that leaks from the checker in terms of the mutual information between two random variables: the key \(Y\) and the checker output \(V\).

Formally [31], let \(Z\) be a discrete random variable defined with a support set \(Z\) and denote by \(p(z) = P_Z(z)\) the probability that \(Z\) will take the value \(z\). Similarly, for two random variables \(Z \in Z, W \in W\) denote by \(p(z|w) = P_{Z|W}(z|w)\) the conditional probability that \(Z = z\) given \(W = w\). The entropy of a random variable \(Z\) is defined as

\[
H(Z) \triangleq -\sum_{z \in Z} p(z) \log_2(p(z)),
\]

and the conditional entropy of \(Z\) given \(W\) is

\[
H(Z|W) \triangleq -\sum_{z \in Z, w \in W} p(z, w) \log_2(p(z|w)).
\]

The mutual information between two random variables \(Z\) and \(W\) is

\[
I(Z; W) \triangleq \sum_{z \in Z, w \in W} p(z, w) \log_2 \left( \frac{p(z, w)}{p(z)p(w)} \right) = H(Z) - H(Z|W).
\]

Using these notations, the conditional mutual information between \(Y\) and \(V\) for a given error \(e\) and a chosen plaintext \(s\) is

\[
I(Y; V|s, e) = \sum_{y, v \in \mathbb{F}_2^m} p(y, v|s, e) \log_2 \left( \frac{p(y, v|s, e)}{p(y, v|s, e)p(y, v|s, e)} \right).
\]

Similarly, if the plaintext is not chosen by the attacker, then the mutual information is

\[
I(Y; V|S, e) = \sum_{s \in \mathbb{F}_2^k} p(s)I(Y; V|s, e).
\]

In this section we consider two attack scenarios: an attack on the first round and an attack on the \(i\)-th round for \(i > 1\). In general, fault analysis attacks are performed on the middle/last rounds because of the trade-off between the number of required correct-fault pairs and the time-memory complexity [32, 33]. Nevertheless, when error detecting codes are embedded in hardware, an attacker who knows the coding scheme can derive information about the key even when the attack is performed on the very first cycle. The following example illustrates how the checker’s output may be used to reduce the search space of the key:
Example 1. For simplicity, consider a hypothetical 12-bit cipher. The inputs to the circuit implementing that cipher are a 12-bit plaintext $s$ and a 12-bit key $y$. Assume that in the first cycle this cipher computes

$$x = (x_1, x_2, \ldots, x_{12}) = f(s + y) = \begin{cases} (s + y)^{-1} & s + y \neq 0 \\ 0 & s + y = 0 \end{cases}$$

where the computation is performed in $\mathbb{F}_{2^6}$ with the primitive polynomial $D^{12} + D^6 + D^4 + D + 1$. Consider a hardware implementation protected by the Quadratic-Sum (QS) code. The block we are referring to as “original component” calculates $x(s, y)$, and in parallel, the predictor generates two redundant bits $w_1(s, y)$ and $w_2(s, y)$. When the two binary vectors $x$ and $w$ are treated as vectors over $\mathbb{F}_2^2$, i.e., $m = 2$, $\xi = (x_{2i-1}, x_{2i})$ and $\eta = (w_1, w_2)$, they form a codeword that fulfills the following property:

$$\eta = \xi_1 \xi_2 + \xi_3 \xi_4 + \xi_5 \xi_6.$$  \hspace{1cm} (1)

The multiplication and additions in Eq. 1 are over $\mathbb{F}_4$ with the primitive polynomial $D^2 + D + 1$. ($\mathbb{F}_4$ is isomorphic to $\mathbb{F}_2^2$). Note that the predictor generates the two redundant bits directly from $s$ and $y$ without explicitly computing the variable $x$, even though $\eta$ and $\xi$ fulfill Eq. 1. The codeword stored in the register is then $c = (x, w)$. Our attack model assumes that the adversary can flip an arbitrary number of bits in arbitrary locations of both $x$ and $w$.

Assume that $s = (00 01 11 11 01 11)$, $y = (00 00 11 10 10 10)$ and the attacker injects the error $e = (01 00 00 00 00 10, 11)$. Then, the codeword written into the register is

$$c = (11 00 11 01 10 00, \underbrace{11}_{w}) = (\underbrace{3 0 3 1 2}_{\xi} 0, \underbrace{3}_{\eta})$$

and the distorted word $\hat{c} = c + e = (\hat{x}, \hat{w}) = (\hat{\xi}, \hat{\eta})$ read from the register is

$$\hat{c} = c + e = (10 00 11 01 10, \underbrace{10, 00}_{w}) = (\underbrace{2 0 3 1 2}_{\xi} 2, \underbrace{0}_{\eta})$$

(the erroneous bits and symbols appear in bold). The checker computes $\hat{\xi}_1 \hat{\xi}_2 + \hat{\xi}_3 \hat{\xi}_4 + \hat{\xi}_5 \hat{\xi}_6 = 0$ and since it is equal to $\hat{\eta}$, it does not report a decoding error. The attacker who knows the code sees that the attack has been masked (undetected). Therefore, the attacker infers that the following error-masking equation must be fulfilled:

$$(\xi_1 + 1) \xi_2 + \xi_3 \xi_4 + \xi_5 (\xi_6 + 2) = \eta + 3.$$ 

There are exactly $2^{10}$ values of $x$ that satisfy this equation; they are of the form

$$\xi = (\xi_1, \xi_2 = 3 - 2 \xi_5, \xi_3, \xi_4, \xi_5, \xi_6).$$

Since $y = x^{-1} - s$, $y$ can take $2^{10}$ values. Therefore, the search space for the key $y$ has been narrowed from 12 to 10 bits, or by 2 bits.

Note that if the value of the key would have been such that the error would have been detected, the attacker could observe this outcome and narrow the search space for $y$ from $2^{12}$ down to $(2^{12} - 2^{10})$ possible values. However, the system would then receive an alarm and prevent the attacker from continuing to reduce the search space by further fault injections. For example, the system could initiate re-keying, in which case all knowledge that the attacker had gained previously becomes useless. Note that the error is not detected only for $Q(c) = 1/4$ of the keys for this error vector due to the properties of the used QS code. It is detected (leading to an alarm) for the remaining 3/4 of the keys.
In what follows we prove that on average the information leakage is small. An attacker can observe the ciphertext, and hence he can determine whether the checker has outputed a different $v$. Moreover, the cipher output is a deterministic function of $v$. Therefore, we assume that $v$ is observable by the attacker.

### 3.1 Fault attack on the first round

We distinguish between standard checkers that output a $\perp$ symbol when the word on their input is illegal, and infective checkers that output a random codeword upon detecting such a problem. The theorem below states that the information that can be extracted from the checker response in the presence of an error decreases exponentially with the number of redundant bits.

**Theorem 1.** Let $C$ be a systematic $q$-ary robust code of cardinality $q^k$, length $n = k + r$, and an error masking probability $Q(e)$. The mutual information (in bits) between the secret key $y$ and a standard checker output $v \in \mathbb{F}_q^n$ for a given plaintext $s \in \mathbb{F}_q^k$ and an injected error $e \in \mathbb{F}_q^n$ is

$$I_{\text{standard}}(Y;V|s,e) = mkQ(e) - (1 - Q(e)) \log_2(1 - Q(e)).$$

The mutual information between $y$ and an infective checker output $v$ for a given plaintext $s$ and an injected error $e$ is

$$I_{\text{infective}}(Y;V|s,e) = mkQ(e) - Q(e)(2 - Q(e)) \log_2(2 - Q(e)) - (1 - Q(e))^2 \log_2(1 - Q(e)).$$

**Proof.** Information leakage from standard checkers:

The secret key $y \in \mathbb{F}_q^k$ is a uniformly distributed random variable; hence, so is $x = f(s,y)$ where $f$ is a cryptographic function and thus bijective. Denote by $\mathcal{M}_e$ the set of $x$'s associated with the codewords that mask the error $e$; the size of this set is $|\mathcal{M}_e| = q^k Q(e)$. The conditional probability distribution of the checker output is

$$P_V(v|e, x \in \mathcal{M}_e) = \begin{cases} 1 & v \in C, v_x = x + e_x \\ 0 & \text{otherwise} \end{cases}$$

$$P_V(v|e, x \notin \mathcal{M}_e) = \begin{cases} 1 & v = \perp \\ 0 & \text{otherwise} \end{cases}$$

Thus,

$$P_V(v|e) = \begin{cases} q^{-k} & v \in C, v_x \in e_x + \mathcal{M}_e \\ 1 - Q(e) & v = \perp \\ 0 & \text{otherwise} \end{cases}$$

Under the assumption that the attacker knows the codebook and can choose $s$, it is clear that when the checker raises a $\perp$ flag it provides information about the key $y$. The mutual
information between $y$ and the checker output $v$ for a given plaintext $s$ and an injected error $e$ is

$$I_{\text{standard}}(Y; V|s, e) = I_{\text{standard}}(X; V|e) = H(V|e) - H(V|X, e) = H(V|e).$$

The correctness of this equality follows from: a) $v$ and $s$ are statistically independent random variables, and b) $H(V|X, e) = 0$ since the code is deterministic. The probability of $\bot$ symbol for a given error vector is $1 - Q(e)$; thus, for robust codes we have,

$$H(V|e) = Q(e) \cdot \log_2(q^k),$$

Information leakage from infective checkers:

Infective checkers output a random symbol upon detecting an error. Therefore we have,

$$P_{V, X}(v, x|e) = \begin{cases} q^{-k} & v_x = e_x + x, x \in M_e \\ q^{-2k} & x \notin M_e \\ 0 & \text{otherwise} \end{cases},$$

and since $q^{-k}|M_e| = Q(e)$ we have,

$$P_V(v|e) = \begin{cases} q^{-k}(2 - Q(e)) & v_x \in e_x + M_e \\ q^{-k}(1 - Q(e)) & v_x \notin e_x + M_e \\ 0 & v = \bot \end{cases}.$$

The conditional entropy of $V$ is

$$H(V|e) = mk - Q(e)(2 - Q(e)) \log_2(2 - Q(e)) - (1 - Q(e))^2 \log_2(1 - Q(e))$$

and

$$H(V|X, e) = mk(1 - Q(e)) + q^{-k}|M_e| \cdot \log_2(1).$$

The mutual information between $y$ and the checker output for a given error for an infective checker is then

$$I_{\text{infective}}(Y; V|s, e) = I_{\text{infective}}(X; V|e) = H(V|e) - H(V|X, e).$$

Note that optimum (or close to optimum) robust codes have $Q(e) \leq 2^{-m r + 1}$ [28]; therefore, both $I_{\text{standard}}(Y; V|s, e)$ and $I_{\text{infective}}(Y; V|s, e)$ are smaller than $mk 2^{-m r + 1}$. Hence, for a given key size and a bound for acceptable information leakage $I_{\text{max}}$ (per injection), a code designer has to use at least $\lceil \log_2(mk/I_{\text{max}}) \rceil + 1$ redundant bits to stay below this bound.

Denote by $\bar{I}_{\text{standard}}$ and $\bar{I}_{\text{infective}}$ the maximal mutual information $I(Y; V|s, e)$ over all the non-zero errors $e$ and plaintexts $s$. Tables 2 and 3 show the maximal error masking probability (EMP) and the information leakage for different $q$-ary compact protection codes (CPCs) suitable
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for protecting 64- and 128-bit ciphers, respectively. The columns of the table are as follows. The first column is the number of redundant bits \( m \cdot r \). The second column shows, for each number of redundant bits, one possible construction of a CPC (explained further below). The EMP of each suggested CPC, \( \bar{Q} \), computed as explained in [15] appears in column 3. The maximal number of bits that can be learned by observing the output of a standard and infective checker appears in columns 4 and 5, respectively. These values have been calculated using Eqs. 2 and 3.

In general, a CPC is constructed from \( l \geq 1 \) ground codes by concatenating their information portions and XORing their redundant portions. The ground codes \( C(\hat{n}_i, k_i, m_i), i = 1, \ldots, l \) are systematic robust codes of length \( \hat{n}_i \) bits and size \( 2^k_i \), defined over the finite field \( \mathbb{F}_{2^m} \). Here, we ignore the implementation cost of the codes and use (simple to describe) constructions that provide minimal error masking probability. For optimal constructions with minimal implementation cost refer to [15]. The acronyms used in Tables 2 and 3 are the following: QS stands for the Quadratic-Sum code [28], PC stands for Punctured-Cubic [30], and sQS and TQS for shortened QS and triple QS codes [15]. The following example explains one specific CPC from Table 2 and how the checker operates for that code.

**Example 2.** Consider a 64-bit key, protected by a CPC with five redundant bits (\( m \cdot r = 5 \)). There are several ways to construct such a code, the simplest one is shown in Table 2. The code is a composition of two ground codes: a QS(55,50,5) code and a PC(19,14,14) code. This means that the checker treats \( \hat{x} \), the 64-bit vector at its input, as a mixed-alphabet vector composed of ten 5-bit symbols \( \xi_1, \ldots, \xi_{10} \) from the finite field \( \mathbb{F}_{2^5} \) and a single 14-bit symbol \( \xi_{11} \) from \( \mathbb{F}_{2^{14}} \).

\[
\hat{x} = (\hat{x}_1, \ldots, \hat{x}_5, \hat{x}_6, \ldots, \hat{x}_{10}, \ldots, \hat{x}_{46}, \ldots, \hat{x}_{50}, \hat{x}_{51}, \ldots, \hat{x}_{64}).
\]

Note that the error masking of a CPC is determined by the weakest ground code [15]. In our case \( Q_{QS} = 2^{-5} \) and \( Q_{PC} = 2^{-4} \), thus the error masking probability of the composed code is \( 2^{-4} = 0.0625 \) (refer to Table 2).

Recall that \( x \) is the correct vector that was written into the register and \( \hat{x} \) is the vector read from the register. In case of fault \( \hat{x} \) may be different from \( x \). The checker computes

\[
\hat{\eta}_1 = \hat{x}_1 \cdot \hat{x}_2 + \hat{x}_3 \cdot \hat{x}_4 + \cdots + \hat{x}_9 \cdot \hat{x}_{10}, \quad \text{for the QS(55,50,5) code}
\]

\[
\hat{\eta}_2 = (\xi_{11})^3 \cdot P_{14 \times 5}, \quad \text{for the PC(19,14,14) code}
\]

(In this example, \( P_{14 \times 5} \) is a binary matrix of rank 5 that had been chosen arbitrarily). Then, the checker computes \( \eta = \hat{\eta}_1 + \hat{\eta}_2 \) and compares it with the predicted value \( \hat{w} \) read from the 5-bit register. In the case of a fault, \( \hat{w} \) may differ from \( w \). If the computed value differs from \( \hat{w} \), the checker outputs the symbol \( \perp \), which will trigger an alarm.

Note that this construction is not the cost-optimal CPC because the five redundant bits of the QS code are computed from 50 information bits by multiplications over a small finite field \( \mathbb{F}_{2^5} \), whereas the five redundant bits of the PC code (to be XORed with the five bits of the QS code) are computed from the remaining 14 (= 64 − 50) information bits by multiplications over a large field \( \mathbb{F}_{2^{14}} \). Optimal and close to optimal constructions are given in [15].

It is interesting to compare the leakages from standard and infective checkers in Tables 2 and 3. Intuitively, one would expect that the infective checker leaks considerably less information that its counterpart, because it never generates the special symbol \( \perp \) and aims at preventing the adversary from receiving ciphertexts that are suitable for extracting information. The results suggest that there is a difference between the information leakages from the standard and the
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Table 2: Error masking probability and information leakage from the checker (in bits) for 64bit key

<table>
<thead>
<tr>
<th># redundant bits (mr)</th>
<th>CPC</th>
<th>EMP</th>
<th>Standard checker</th>
<th>Infective checker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Q</td>
<td>f_{standard}</td>
<td>f_{infective}</td>
</tr>
<tr>
<td>2</td>
<td>QS(66,64,2)</td>
<td>2.50E-01</td>
<td>16.31128</td>
<td>15.88024</td>
</tr>
<tr>
<td>3</td>
<td>QS(63,60,3)+PC(7,4,4)</td>
<td>2.50E-01</td>
<td>16.31128</td>
<td>15.88024</td>
</tr>
<tr>
<td>4</td>
<td>QS(68,64,4)</td>
<td>6.25E-02</td>
<td>4.08729</td>
<td>3.96629</td>
</tr>
<tr>
<td>5</td>
<td>QS(55,50,5)+PC(19,14,14)</td>
<td>6.25E-02</td>
<td>4.08729</td>
<td>3.96629</td>
</tr>
<tr>
<td>6</td>
<td>TQS(60,54,6)+PC(16,10,10)</td>
<td>3.13E-02</td>
<td>2.04437</td>
<td>1.98286</td>
</tr>
<tr>
<td>7</td>
<td>QS(63,56,7)+ PC(15,8,8)</td>
<td>1.56E-02</td>
<td>1.02237</td>
<td>0.99136</td>
</tr>
<tr>
<td>8</td>
<td>QS(72,64,8)</td>
<td>3.91E-03</td>
<td>0.25562</td>
<td>0.24783</td>
</tr>
<tr>
<td>9</td>
<td>QS(63,54,9)+ PC(19,10,10)</td>
<td>3.91E-03</td>
<td>0.25562</td>
<td>0.24783</td>
</tr>
<tr>
<td>10</td>
<td>TQS(60,50,10)+PC(24,14,14)</td>
<td>1.95E-03</td>
<td>0.12782</td>
<td>0.12391</td>
</tr>
<tr>
<td>11</td>
<td>QS(75,64,11)</td>
<td>9.77E-04</td>
<td>0.06391</td>
<td>0.06196</td>
</tr>
<tr>
<td>12</td>
<td>QS(60,48,12) + PC(28,16,16)</td>
<td>4.88E-04</td>
<td>0.03195</td>
<td>0.03098</td>
</tr>
<tr>
<td>13</td>
<td>TQS(52,39,13) + sQS(38,25,13)</td>
<td>2.44E-04</td>
<td>0.01598</td>
<td>0.01549</td>
</tr>
<tr>
<td>14</td>
<td>4 × PC(30,16,16)</td>
<td>2.44E-04</td>
<td>0.01598</td>
<td>0.01549</td>
</tr>
<tr>
<td>15</td>
<td>4 × PC(31,16,16)</td>
<td>6.10E-05</td>
<td>0.00399</td>
<td>0.00387</td>
</tr>
<tr>
<td>16</td>
<td>QS(80,64,16)</td>
<td>1.53E-05</td>
<td>0.00100</td>
<td>0.00097</td>
</tr>
</tbody>
</table>

Table 3: Error masking probability and information leakage from the checker (in bits) for 128bit key

<table>
<thead>
<tr>
<th># redundant bits (mr)</th>
<th>CPC</th>
<th>EMP</th>
<th>Standard checker</th>
<th>Infective checker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Q</td>
<td>f_{standard}</td>
<td>f_{infective}</td>
</tr>
<tr>
<td>2</td>
<td>QS(130,128,2)</td>
<td>2.50E-01</td>
<td>32.31128</td>
<td>31.88024</td>
</tr>
<tr>
<td>3</td>
<td>QS(126,123,3) + PC(8,5,5)</td>
<td>2.50E-01</td>
<td>32.31128</td>
<td>31.88024</td>
</tr>
<tr>
<td>4</td>
<td>QS(132,128,4)</td>
<td>6.25E-02</td>
<td>8.08729</td>
<td>7.96629</td>
</tr>
<tr>
<td>5</td>
<td>QS(125,120,5) + PC(13,8,8)</td>
<td>6.25E-02</td>
<td>8.08729</td>
<td>7.96629</td>
</tr>
<tr>
<td>6</td>
<td>QS(126,120,6) + PC(14,8,8)</td>
<td>3.13E-02</td>
<td>4.04437</td>
<td>3.98286</td>
</tr>
<tr>
<td>7</td>
<td>TQS(126,119,7)+ PC(16,9,9)</td>
<td>1.56E-02</td>
<td>2.02237</td>
<td>1.99136</td>
</tr>
<tr>
<td>8</td>
<td>QS(130,128,8)</td>
<td>3.91E-03</td>
<td>0.50562</td>
<td>0.49783</td>
</tr>
<tr>
<td>9</td>
<td>QS(117,108,9)+ 2 × PC(19,10,10)</td>
<td>3.91E-03</td>
<td>0.50562</td>
<td>0.49783</td>
</tr>
<tr>
<td>10</td>
<td>TQS(110,100,10) + 2 × PC(24,14,14)</td>
<td>1.95E-03</td>
<td>0.25282</td>
<td>0.24891</td>
</tr>
<tr>
<td>11</td>
<td>QS(99,88,11)+ QS(50,40,10)</td>
<td>9.77E-04</td>
<td>0.12641</td>
<td>0.12446</td>
</tr>
<tr>
<td>12</td>
<td>QS(108,96,12) + 2 × PC(28,16,16)</td>
<td>4.88E-04</td>
<td>0.06320</td>
<td>0.06223</td>
</tr>
<tr>
<td>13</td>
<td>QS(117,104,13) + QS(36,24,14)</td>
<td>2.44E-04</td>
<td>0.03160</td>
<td>0.03111</td>
</tr>
<tr>
<td>14</td>
<td>QS(126,112,14) + PC(30,16,16)</td>
<td>1.22E-04</td>
<td>0.01580</td>
<td>0.01556</td>
</tr>
<tr>
<td>15</td>
<td>QS(126,112,14) + PC(31,16,16)</td>
<td>6.10E-05</td>
<td>0.00790</td>
<td>0.00778</td>
</tr>
<tr>
<td>16</td>
<td>QS(144,128,16)</td>
<td>1.53E-05</td>
<td>0.00198</td>
<td>0.00194</td>
</tr>
</tbody>
</table>

Infective checkers for all considered CPCs, but that this difference is not that large. This can be explained by the low error-masking probability of CPCs, which are optimal or close to optimal by construction. Therefore, the term mkQ(e) = mk·2^{-rm}, which decreases exponentially in r, dominates the expressions in Eqs. 2 and 3.

3.2 Fault attack on round i > 1

When attacking one of the internal rounds of a cipher, the attacker does not know the round state si and the round key yi, but does know the functionality and can choose the error vector. Therefore, an indication that the error has been detected provides information about the subset (or subspace) that current si + yi belongs to. Formally, assume that no information is gained on the key prior to the fault injection on round i. This implies that for uniformly distributed key, the round state si is also uniformly distributed. Hence, the information that can be learned is
One of the most effective ways to mitigate fault injection attacks is by embedding security oriented codes in hardware. In this paper, we examined whether the use of robust codes with a deterministic encoder can degrade security. We formalized the information leakage from the checker response by means of mutual information. We proved that the probability that an attack will go undetected is exponentially smaller than the entropy loss due to information leak from the checker. Given a bound for acceptable information leakage, our analysis allows the designer to easily choose the number of redundant bits required to stay below that bound.
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