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Abstract

Differentiable logics (DL) have recently been proposed as a method of training neural networks to satisfy logical specifications. A DL consists of a syntax in which specifications are stated and an interpretation function that translates expressions in the syntax into loss functions. These loss functions can then be used during training with standard gradient descent algorithms. The variety of existing DLs and the differing levels of formality with which they are treated makes a systematic comparative study of their properties and implementations difficult. This paper remedies this problem by suggesting a meta-language that we call the Logic of Differentiable Logics, or LDL. Syntactically, it generalises the syntax of existing DLs to FOL, and for the first time introduces the formalism for reasoning about vectors and learners. Semantically, it introduces a general interpretation function that can be instantiated to define loss functions arising from different existing DLs. We use LDL to establish several theoretical properties of existing DLs and to conduct their empirical study in neural network verification.
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1 Introduction

Logics for reasoning with uncertainty and probability have long been known and used in programming: e.g. fuzzy logic [46], probabilistic logic [32] and variants thereof in logic programming domain [9, 28, 30, 33]. Recently, rising awareness of the problems related to machine learning verification opened a novel application area for those ideas. Differentiable Logics (DLs) is a family of methods that applies key insights from fuzzy logic and probability theory to enhance this domain with property-driven learning [16].

As a motivating example, consider the problem of verification of neural networks. A neural network is a function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) parametrised by a set of weights \( w \). A training dataset \( \mathcal{X} \) is a set of pairs \( (x, y) \) consisting of an input \( x \in \mathbb{R}^n \) and the desired output \( y \in \mathbb{R}^m \). It is assumed that the outputs \( y \) are generated from \( x \) by some function \( \mathcal{H} : \mathbb{R}^n \rightarrow \mathbb{R}^m \) and that \( x \) is drawn from some probability distribution over \( \mathbb{R}^n \). The goal of training is to use the dataset \( \mathcal{X} \) to find weights \( w \) such that \( f \) approximates \( \mathcal{H} \) well over input regions with high probability.
density. The standard approach is to use a loss function $L$, that given a pair $(x, y)$ calculates how much $f(x)$ differs from the desired output $y$. Gradients of $L$ with respect to the network’s weights can then be used to update the weights during training.

However in addition to the dataset $X$, in certain problem domains we may have additional information about $H$ in the form of a mathematical property $\phi$ that we know $H$ must satisfy. Given that $H$ satisfies property $\phi$, we would like to ensure that $f$ also satisfies $\phi$. A common example of such a property is that $H$ should be robust, i.e. small perturbations to the input only result in small perturbations to the output. For example, in image classification tasks changing a single pixel should not significantly alter what the image is classified as [5, 37].

Definition 1.1 ($\epsilon$-$\delta$-robustness). Given constants $\epsilon, \delta \in \mathbb{R}$, a function $f$ is $\epsilon$-$\delta$-robust around a point $\hat{x} \in \mathbb{R}^n$ if:

$$\forall x \in \mathbb{R}^n : ||x - \hat{x}|| \leq \epsilon \implies ||f(x) - f(\hat{x})|| \leq \delta \quad (1)$$

Casadio et al. [5] formulate several possible notions of robustness. Throughout this paper, we will use the term “robustness property” to refer to the above definition. The problem of verifying the robustness of neural networks has received significant attention from the verification community [35, 44], and it is known to be difficult both theoretically [21] and in practice [3]. However, even leaving aside the challenges of undecidability of non-linear real arithmetic [23], and scalability [44], the biggest obstacle to verification is that the majority of neural networks do not succeed in learning $\phi$ from the training dataset $X$ [16, 43].

The concept of a differentiable logic (DL) was introduced to address this challenge by verification-motivated training. This idea is sometimes referred to as continuous verification [25, 5], referring to the loop between training and verification. The key idea in differentiable logic is to use $\phi$ to generate an alternative logical loss function $L_\phi$, that calculates a penalty depending on how much $f$ deviates from satisfying $\phi$. When combined with the standard data-driven loss function $L$, the network is trained to both fit the data and satisfy $\phi$. A DL therefore has two components: a suitable language for expressing the properties and an interpretation function that can translate expressions in the language into a suitable loss function.

Although the idea sounds simple, developing good principles of DL design has been surprisingly challenging. The machine-learning community has proposed several DLs such as DL2 for supervised learning [13], and a signal temporal logic based-DL for reinforcement learning (STL) [40]. However, both approaches had shortcomings from the perspective of formal logic: the former fell short of introducing quantifiers as part of the language (and thus modelled robustness semi-formally in all experiments), and the latter only covered propositional fragment (which is not sufficient to reasoning about robustness).

Solutions were offered from the perspective of formal logic. In [38, 39] it was shown that one can use various propositional fuzzy logics to create loss functions. However, these fuzzy DLs did not stretch to cover the features of the DLs that came from machine learning community, and in particular could not stretch to express the above robustness property (Definition 1.1), which needs not just quantification over infinite domains (quantifiers for finite domains were given in [38]), but also a formalism to express properties concerning vectors and functions over vectors.

The first problem is thus: There does not exist a DL that formally covers a sufficient fragment of first-order logic to express key properties in machine learning verification, such as robustness.

The second problem has to do with formalisation of different DLs. In many of the existing DL approaches syntax, semantics and pragmatics are not well-separated, which inhibits their formal analysis. We have already given an example of DL2 treating quantifiers empirically.
outside of the language. But the problem runs deeper than modelling quantifiers. To illustrate, let us take a fragment of syntax on which all DLs are supposed to agree. It will give us a toy propositional language

\[ a := p \mid a \land a \]

They assume that each propositional variable \( p \) is interpreted in a domain \( D \subseteq \mathbb{R} \). The domains vary vastly across the DLs (from fuzzy set \([0, 1]\) to \((\infty, \infty)\) in STL) and the choice of a domain can have important ramifications for both the syntax and the semantics. For example DL2’s domain \([0, \infty]\) severely restricts the translation of negation compared to other DLs. Conjunction is interpreted by + in DL2 [13], by \( \min, \times \) and other more complex operations in different fuzzy DLs in van Krieken et al. [39]. In STL [40], in order to make loss functions satisfy a shadow-lifting property, the authors propose a complex formula computing conjunction, that includes natural exponents alongside other operations. But this forces them to redefine the syntax for conjunction and thus obtain a different language

\[ a := p \land \bigwedge_M (a_1, \ldots, a_M) \]

where \( \bigwedge_M \) denotes a (non-associative!) conjunction for \( M \) elements.

As consequence of the above two problems, the third problem is lack of unified, general syntax and semantics able to express multiple different DLs and modular on the choice of DL, that would make it possible to choose one best suited for concrete task or design new DLs in an easy way.

In this paper, we propose a solution to all of these problems. The solution comes in a form of a meta-DL, which we call a logic of differentiable logics (LDL). On the syntactic side (Section 3), it is a typed first-order language with negation and universal and existential quantification that can express properties of functions and vectors.

On the semantic side (Section 4), interpretation is defined to be parametric on the choice of the interpretation domain \( D \) or a particular choice of logical connectives. This parametric nature of interpretation simplifies both the theoretical study and implementations that compare different DLs. Moreover, the language has an implicit formal treatment of neural networks via a special kind of context – a solution that we found necessary in achieving a sufficient level of generality in the semantics. For the first time the semantics formally introduces the notion of a probability distribution that corresponds to the data from which the data is assumed to be drawn. We demonstrate the power of this approach by using LDL to prove soundness of various DLs in Sections 5.1.3, 5.1.4 and systematically compare their geometric properties in Section 5.2. In Section 5.3 we use LDL to provide a uniform empirical comparison of performance of all mentioned DLs on improving robustness.

2 Background

In the previous section, we informally introduced the notions of probability distributions and loss functions. We now formally define these. In what follows, quantities such as \( \mathbf{x} \) which are written using a bold font refer to vectors and the notation \( x_i \) refers to the \( i^{th} \) element of \( \mathbf{x} \).

2.1 Probability Distributions and Expectations

Following the standard definitions [17, 34], we start by considering a random variable \( X \) that ranges over some domain \( D \). The probability distribution for \( X \) characterises how probable it
is for a sample from it to take a given value in the domain \( D \). Depending on whether \( D \) is discrete or continuous, the variable is called \textit{discrete or continuous random variable}, respectively. Formally, given a continuous random variable \( X \) with domain \( D \), the \textit{probability distribution function (PDF)} \( p_X : D \rightarrow [0, 1] \) is a function that satisfies: \( \int_D p_X(x) dx = 1 \).

This definition can be generalised to random vector variables \( X \) over the domain \( D = D_1 \times \ldots \times D_n \) as follows. Each element of the vector is assumed to be drawn from a random variable \( X_i \) over domain \( D_i \). The \textit{joint PDF} is a function \( p_{X_1,\ldots,X_n} : D_1 \times \ldots \times D_n \rightarrow [0, 1] \) that satisfies:

\[
\int_{D_1} \ldots \int_{D_n} p_{X_1,\ldots,X_n}(x_1,\ldots,x_n) dx_n \ldots dx_1 = 1
\]

For brevity we will write \( p_X \) instead of \( p_{X_1,\ldots,X_n} \) and \( \int_D \) and \( dx \) rather than the full integral above.

Given a function \( g : \mathbb{R}^n \rightarrow \mathbb{R} \), we can calculate an average value that \( g \) takes on \( X \), given a probability distribution \( p_X \). Formally \( \mathbb{E}[g(X)] \), the \textit{expected value} for \( g : \mathbb{R}^n \rightarrow \mathbb{R} \) over the random variable \( X \), is defined as:

\[
\mathbb{E}[g(X)] = \int_{\mathbb{D}} p_X(x) g(x) dx.
\]

Throughout the paper we assume that different random variables are independent.

### 2.2 Loss Functions

In standard machine learning training, given a neural network \( f \), a loss function \( \mathcal{L} : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} \) computes a penalty proportional to the difference between the output of \( f \) on a training input \( x \) and a desired output \( y \). There has been a large number of well performing loss functions proposed, with the most popular in classification tasks being cross-entropy loss \([29, 41]\):

Given a classifier \( f : \mathbb{R}^n \rightarrow [0, 1]^m \), the cross-entropy loss \( \mathcal{L}_{ce} \) is defined as

\[
\mathcal{L}_{ce}(x,y) = -\sum_{i=1}^{m} y_i \log(f(x)_i)
\]

where \( y_i \) is the true probability of \( x \) belonging to class \( i \) and \( f(x)_i \) the probability for class \( i \) as predicted by \( f \) when applied to \( x \).

However, this notion of a loss function is not expressive enough to capture loss functions generated by DLs. Firstly, the property \( \phi \) may depend on other parameters apart from a labelled input/output pair. For example, the definition of robustness in Definition 1.1, depends not only on some input \( \hat{x} \) but also on parameters \( \epsilon \) and \( \delta \). Secondly, properties may relate more than one neural network, for example, in student-teacher scenarios \([18]\). Therefore we generalise our notion of a loss function as follows:

**Definition 2.1** (Generalised loss function). Given a set of neural networks \( N \) and parameters \( \Gamma \), a \textit{loss function} \( \mathcal{L}^{N,\Gamma} \) is any function of type \( N \times \Gamma \rightarrow \mathbb{R} \).

Note that we recover cross-entropy loss from this definition, by setting \( N = \mathbb{R}^n \rightarrow \mathbb{R}^m \) and \( \Gamma = \mathbb{R}^n \times \mathbb{R}^m \), whereas in a teacher-student scenario it might be something like \( N = (\mathbb{R}^n \rightarrow \mathbb{R}^m)^\times (\mathbb{R}^n \rightarrow \mathbb{R}^m) \) and \( \Gamma = \mathbb{R}^n \times \mathbb{R} \). We distinguish between the neural networks and the other parameters, because during training we will differentiate the loss function with respect to the former but not the latter.
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\[
\begin{align*}
\langle \text{expr} \rangle & \;::= \;x \mid f \mid r \in \mathbb{R} \mid i \in \mathbb{N} \mid b \in \mathbb{B} \\
& \mid e \mid \lambda (x : \tau). e \mid \text{let } (x : \tau) = e \text{ in } e \\
& \mid \land \mid \lor \mid \neg \mid \Rightarrow \\
& \mid \not\leq \mid \not\geq \mid \not< \mid \not> \mid \not== \\
& \mid [e, \ldots, e] ! \\
& \mid \forall (x : \tau). e \mid \exists (x : \tau). e
\end{align*}
\]

\[
\langle \text{type} \rangle \;::= \;s \rightarrow \tau \mid s
\]

\[
\langle \text{simple type} \rangle \;::= \;\text{Bool} \mid \text{Real}
\]

\[
\langle \text{simple type} \rangle \;::= \;\text{Vec } n \mid \text{Index } n \quad \text{for } n \in \mathbb{N}
\]

\[\text{Figure 1: Specification Language of LDL: expressions and types. For readability binary operators will often be written using infix notation, but this is syntactic sugar for the prefix form.}\]

\section{3 Syntax and Type-system of LDL}

Figure 1 formally defines the syntax of LDL. The first line of the definition of the set \(\langle \text{expr} \rangle\) includes: bound variables \(x\), neural network variables \(f\) and constants of types \(\text{Real, Index and Bool}\). The second line of \(\langle \text{expr} \rangle\) defines the standard syntax for lambda functions, applications and let bindings to facilitate language modularity. In this aspect the syntax is richer then any of the existing DLs.

The third and fourth lines contain standard operations on Booleans \((\land, \lor, \neg, \Rightarrow)\) and Reals \((+, -, \times, \geq, \leq, \ldots)\). The fifth line contains vector operations: \([e, \ldots, e]\) is used to construct vectors, and the lookup operation \(v ! i\) retrieves the value of a vector at the provided index, i.e. \(v ! i\) accesses the value at the \(i^{th}\) position in the vector \(v\). The final line contains quantifiers.

LDL is a typed language. In the first line of the block defining the set \(\langle \text{type} \rangle\), there is the function type constructor \(\tau_1 \rightarrow \tau_2\), which represents the type of functions which take inputs of type \(\tau_1\) and produce outputs of type \(\tau_2\). Next there are the standard \(\text{Bool and Real types}\).

Finally, there are: \(\text{Vec } n\), the type of vectors of length \(n\), and \(\text{Index } n\), the type of indices into vectors of length \(n\). The fact that these two types are parametrised by the size of the Vector will allow the type-system to statically eliminate specifications with out-of-bounds errors.

To illustrate LDL in use, we now present one possible encoding of the robustness property from Definition 1.1 for a network \(f\) of size 784 (28 \(\times\) 28 pixel images).

\textbf{Example 3.1} (Encoding of robustness property in LDL).

\[
\epsilon_{\text{robust}} = \quad \text{let } (\text{bounded} : \text{Vec } 784 \rightarrow \text{Vec } 784 \rightarrow \text{Real} \rightarrow \text{Bool}) = \\
\lambda (v : \text{Vec } 784) . \lambda (u : \text{Vec } 784) . \lambda (a : \text{Real}) . \\
\forall (i : \text{Index } 784) . \text{let } (d : \text{Real}) = v ! i - u ! i \text{ in } a \leq d \land d \leq a \\
\text{in} \\
\lambda (e : \text{Real}) . \lambda (\delta : \text{Real}) . \lambda (\xi : \text{Vec } 784) . \\
\forall (x : \text{Vec } 784) . \left(\text{bounded } x \times e\right) \Rightarrow \left(\text{bounded } (f x) (f \xi) \delta\right)
\]

This example illustrates how LDL has already fulfilled several of our goals defined in Section 1: a) While other DLs work with different fragments of propositional and first-order logics, LDL covers the whole subset of \(\text{FOL}\), and in particular quantifiers are first-class constructs in the language. b) LDL allows one to express properties of neural networks concisely and at a high level of abstraction. The presence of the \(\text{Vec}\) type makes explicit that the logic is intended to reason over vectors of reals. c) LDL is strongly typed, which will allow us to define a type-system, and subsequently a rigorous notion of an interpretation function over well-typed terms.

In our presentation, the types have to be written explicitly, but it would be simple to remove this constraint by using a standard type-inference algorithm to infer most of them.

We now define a typing relation for well-typed expressions in LDL. A \textit{bound variable context}, \(\Delta\), is a partial function that assigns each bound variable \(x\) currently in scope a type \(\tau\). We will use the notation \(\Delta[x \rightarrow \tau]\) to represent updating \(\Delta\) with a new mapping from \(x\) to \(\tau\). A \textit{network context}, \(\Xi\), is a function that assigns each network variable \(f\) a pair of natural numbers.
\[\Xi[f] = (m, n)\]
\[\Xi, \Delta \vdash f : \text{Vec} m \to \text{Vec} n\]  
\[\Xi, \Delta \vdash \tau \rightarrow \text{boundVar}\]
\[r \in \mathbb{R}\]
\[\Xi, \Delta \vdash r : \text{Real}\]  
\[i \in \{0, \ldots, n-1\}\]
\[\Xi, \Delta \vdash i : \text{Index} n\]  
\[b \in \mathcal{B}\]
\[\Xi, \Delta \vdash b : \text{Bool}\]
\[\Xi, \Delta \vdash e_1 : \tau_1 \to \tau_2\]
\[\Xi, \Delta \vdash lam (x : \tau_1). e : \tau_1 \to \tau_2\]  
\[\Xi, \Delta \vdash \lambda x : \tau \to \tau. e : \tau_1 \to \tau_2\]
\[\Xi, \Delta \vdash e_1 : \tau_1\]
\[\Xi, \Delta \vdash e_2 : \tau_2\]
\[\Xi, \Delta \vdash \text{let} (x : \tau_1) = e_1 \text{ in } e_2 : \tau_2\]
\[\Xi, \Delta \vdash \text{let}\]
\[\Xi, \Delta \vdash \text{add} (mul)\]
\[\Xi, \Delta \vdash \text{vec}\]
\[\Xi, \Delta \vdash ! : \text{Vec} n \to \text{Index} n \to \text{Real}\]  
\[\Xi, \Delta \vdash \forall (x : \tau). e : \text{Bool}\]
\[\Xi, \Delta \vdash \exists (x : \tau). e : \text{Bool}\]

Figure 2: The typing relation \(\Xi, \Delta \vdash e : \tau\) for LDL expressions; \(\triangleright \triangleleft\) stands for comparison operators \(=, \neq, \leq, \geq, <, >\).

\((m, n)\) such that \(m\) is the number of inputs to the network and \(n\) is the number of outputs. We will use the notation \(\Xi[f \to (m, n)]\) to represent updating \(\Xi\) with a new mapping from \(f\) to \((m, n)\). The set of well-typed expressions is the collection of all \(e\) for which there exists contexts \(\Xi\) and \(\Delta\) and type \(\tau\) such that \(\Xi, \Delta \vdash e : \tau\), which is defined inductively in Figure 2, holds.

When \(\forall (x : \tau). e\) is well typed and \(\tau = \text{Real} or \tau = \text{Vec} n\), we will say that the quantifier \(\forall\) is infinite, otherwise the quantifier is finite; similarly for \(\exists\). Note that for simplicity, we assume all bound syntactic variable names for quantifiers are unique. In practice this can be achieved by applying typical binding techniques such as de Brujin indices [4].

## 4 Loss Function Semantics of LDL

We translate the LDL syntax into loss functions in a manner that is parametric on the choice of the concrete DL. Firstly, in Section 4.1, we interpret LDL types as sets of values. Secondly, in Section 4.2 we interpret expressions, splitting the definitions in two parts: expressions whose interpretation is independent of the choice of DL (e.g. application, lambda, vectors) and expressions whose interpretation is dependent on the choice of DL (e.g. logical connectives, comparison operators). In Section 4.3 we define semantics of quantifiers uniformly for all logics.
4.1 Semantics of LDL Types

We first define a mapping $\langle \cdot \rangle$ from LDL types to the set of values that expressions of that type will be mapped to:

$$
\langle \text{Real} \rangle = \mathbb{R} \quad \langle \text{Vec} n \rangle = \langle \text{Real} \rangle^n \quad \langle \text{Index} n \rangle = \{0, \ldots, n-1\} \quad \langle \tau_1 \rightarrow \tau_2 \rangle = \langle \tau_2 \rangle \langle \tau_1 \rangle
$$

Note that the type Bool is absent as it is dependent on the choice of DL, given in Figure 4.

4.2 Semantics of LDL Expressions

The next step is to interpret well-typed expressions, $\Xi, \Delta \vdash e : \tau$, which will be dependent on the semantic context of the interpretation. An expression’s semantic context is comprised of three parts:

- A semantic network context $N$ is a function that maps each network variable $f \in \Xi$, such that $\Xi[f] = (m, n)$, to a function $f : \mathbb{R}^m \rightarrow \mathbb{R}^n$, the actual (external) implementation of the neural network. We refer to the set of such functions as $\langle \Xi \rangle$.
- Let $q(e)$ be the set of infinitely quantified syntactic variables within expression $e$. A semantic quantifier context $Q$ is a function that maps each variable $x$ in $q(e)$ to a random variable $X$, from which values for $x$ are sampled from (by discussion of Section 2.1 this also extends to cover random vector variables). We refer to the set of such functions as $\langle q(e) \rangle$.
- A semantic bound context $\Gamma$ is a partial function that assigns each bound variable $x \in \Delta$ a semantic value in $\langle \Delta(x) \rangle$. We refer to the set of such functions as $\langle \Delta \rangle$.

Example 4.1 (Semantic context). Consider the LDL expression in Example 3.1: $\epsilon_{\text{robust}}$ contains a single network variable $f$, and therefore the network context will be of the form: $N = \{ f \mapsto (\xi : \mathbb{R}^{784} \rightarrow \mathbb{R}^{10}) \}$ where $\xi$ is the actual neural network implementation (e.g. the Tensorflow/PyTorch object). The expression contains a single infinitely quantified variable $x$, and therefore the quantifier context $Q$ will be of the form $[x \mapsto X]$, where $X$ is random vector variable of size 784, and represents the underlying distribution that the input images are being drawn from. At the top-level of the expression, no bound variables in scope and therefore $\Gamma$ is empty. However, when interpreting the subexpression $\text{bounded} \ x \ x \ \epsilon$, the bound context $\Gamma$ will be of the form: $\{ \text{bounded} \mapsto v_1, \epsilon \mapsto v_2, x \mapsto v_3, x \mapsto v_4 \}$ where $v_1$ is the interpretation of the let bound expression $\text{bounded}$, $v_2 \in \mathbb{R}$ is the concrete value of $\epsilon$, and $v_3, v_4 \in \mathbb{R}^{784}$ are the value passed in for $x$ and the current value of the quantified variable $x$ respectively.

In general the interpretation of an expression will also be dependent on some differentiable logic $L$. In this paper, $L$ will stand for either of: DL2 [13], STL [40], or Fuzzy DLs ($G, L, Y, p$) [39]. In this section, we present the formalisation for the first three (DL2, STL, $G$) while the remaining fuzzy logic variants ($L, Y, p$) can be found in Ślusarz et al. [47].

Therefore, in general we will use the notation $\llbracket e \rrbracket_{N,Q,\Gamma}^L$ to represent the mapping of LDL expression $e$ to the corresponding value in the loss function semantics using logic $L$ in the semantic context $(N, Q, \Gamma)$. Figure 3 shows the definition of $\llbracket e \rrbracket_{N,Q,\Gamma}^L$ for the LDL expressions whose semantics are independent of the choice of $L$. Note that, with the exception of network variables, the semantics is standard and could belong to any functional language.

Figure 4 interprets the expressions that depend on the choice of DL, as follows.

**Booleans.** When giving the semantics of LDL types in Section 4.1, we intentionally omitted the interpretation of Bool, as it is dependent on the DL. In DL2, Bool was originally mapped
$$\llbracket x \rrbracket^{N, Q, \Gamma}_L = \Gamma[x] \quad \llbracket f \rrbracket^{N, Q, \Gamma}_L = N[f] \quad \llbracket r \rrbracket^{N, Q, \Gamma}_L = r \quad \llbracket i \rrbracket^{N, Q, \Gamma}_L = i$$

$$\llbracket \lambda (x : \tau) \cdot e \rrbracket^{N, Q, \Gamma}_L = \lambda(y : \{\llbracket r \rrbracket\})\llbracket e \rrbracket^{N, Q, \Gamma}_L[x \mapsto y] \quad \llbracket e_1 \cdot e_2 \rrbracket^{N, Q, \Gamma}_L = \llbracket e_1 \rrbracket^{N, Q, \Gamma}_L(\llbracket e_2 \rrbracket^{N, Q, \Gamma}_L)$$

$$\llbracket \text{let } (x : \tau) = e_1 \text{ in } e_2 \rrbracket^{N, Q, \Gamma}_L = \llbracket e_2 \rrbracket^{N, Q, \Gamma}_L[x \mapsto \llbracket e_1 \rrbracket^{N, Q, \Gamma}_L] \quad \llbracket \llbracket e_1, ..., e_n \rrbracket \rrbracket^{N, Q, \Gamma}_L = < \llbracket e_1 \rrbracket^{N, Q, \Gamma}_L, ..., \llbracket e_n \rrbracket^{N, Q, \Gamma}_L >$$

$$\llbracket \top \rrbracket^{N, Q, \Gamma}_L = \lambda(a_1 : \{\text{Vec } n\}), (a_2 : \{\text{Index } n\}) \cdot a_1 \cdot a_2 \quad \llbracket \times \rrbracket^{N, Q, \Gamma}_L = \lambda(a_1, a_2 : \{\text{Real}\}) \cdot a_1 \cdot a_2$$

**Figure 3:** Semantics of LDL expressions that are independent of the choice of DL.

<table>
<thead>
<tr>
<th>Syntax</th>
<th>DL2 interpretation</th>
<th>Gödel interpretation</th>
<th>STL interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[\llbracket \text{Bool} \rrbracket_L]</td>
<td>([-\infty, 0])</td>
<td>([0, 1])</td>
<td>([-\infty, \infty])</td>
</tr>
<tr>
<td>[\llbracket \top \rrbracket_L]</td>
<td>0</td>
<td>1</td>
<td>(\infty)</td>
</tr>
<tr>
<td>[\llbracket \bot \rrbracket_L]</td>
<td>(-\infty)</td>
<td>0</td>
<td>(-\infty)</td>
</tr>
<tr>
<td>[\llbracket \neg \rrbracket_L]</td>
<td>(\lambda a . 1 - a)</td>
<td>(\lambda a . -a)</td>
<td></td>
</tr>
<tr>
<td>[\llbracket \land \rrbracket_L]</td>
<td>(\lambda a_1, a_2 . a_1 + a_2)</td>
<td>(\lambda a_1, a_2 . \min(a_1, a_2))</td>
<td>(\text{and}_S)</td>
</tr>
<tr>
<td>[\llbracket \lor \rrbracket_L]</td>
<td>(\lambda a_1, a_2 . a_1 \times a_2)</td>
<td>(\lambda a_1, a_2 . \max(a_1, a_2))</td>
<td>(\text{or}_S)</td>
</tr>
<tr>
<td>[\llbracket \Rightarrow \rrbracket_L]</td>
<td>-</td>
<td>(\lambda a_1, a_2 . \max(1 - a_1, a_2))</td>
<td>-</td>
</tr>
<tr>
<td>[\llbracket \Leftarrow \rrbracket_L]</td>
<td>(\lambda a_1, a_2 . \max(1 - a_1, a_2))</td>
<td>(\lambda a_1, a_2 . 1 - \min(\frac{a_1}{a_1 + a_2}, 0))</td>
<td>(\lambda a_1, a_2 . a_1 - a_2)</td>
</tr>
<tr>
<td>[\llbracket \leq \rrbracket_L]</td>
<td>(\lambda a_1, a_2 . \max(a_1 - a_2, 0))</td>
<td>(\lambda a_1, a_2 . 1 - \max(\frac{a_1}{a_1 + a_2}, 0))</td>
<td>(\lambda a_1, a_2 . a_2 - a_1)</td>
</tr>
</tbody>
</table>

\[
\text{and}_S = \lambda a_1, \ldots, a_M : \sum_i a_{\min} e_i \nu \frac{\delta_i}{a_i} \quad \text{if } a_{\min} < 0 \quad \nu \in \mathbb{R}^+ \quad \text{(constant)}
\]

\[
\sum_i a_{\min} e_i \nu \frac{\delta_i}{a_i} \quad \text{if } a_{\min} > 0 \quad \text{where } a_{\min} = \min(a_1, \ldots, a_M)
\]

\[
\sum_i e_i \nu \frac{\delta_i}{a_i} \quad \text{if } a_{\min} = 0
\]

\[
\delta_i = \frac{a_i - a_{\min}}{a_{\min}}
\]

**Figure 4:** Semantics of LDL expressions dependent on the choice of DL. **Colour** denotes parts of semantics added for LDL and not defined originally. In the implication row “\(\Rightarrow\)” denotes that interpretation of implication was not provided separately and is defined with negation and disjunction. While \(\top\) is part of the syntax in the STL interpretation the semantic interpretation was not provided. We take \(\infty\) to stand for \(\text{lim}_{n \to \infty} n\).

to \([0, \infty]\), where 0 is interpreted as true, and other values were corresponding to the degree of falsity. Thus, \(\top\) is interpreted as 0, but \(\bot\) did not exist in DL2. In Fuzzy DLs with the domain \([0, 1]\), 1 stood for absolute truth, and other values – for degrees of (partial) truth; finally, in STL interval \([-\infty, \infty]\), all values but 0 stood for degrees of falsity and truth. Note that we swap the domain of DL2 for \([\infty, 0]\) in order to fit with the ordering of truth values in other logics. We will now see how these choices determine interpretation for predicates and connectives.

**Predicates.** The predicates are interpreted by comparisons in LDL. Here we interpret just \(\leq\) and \(==\), for the remaining comparisons see Appendix in Ślusarz et al. \([47]\). Originally, only DL2 \([13]\) had these comparisons. Inequality of two terms \(a_1\) and \(a_2\) can be interpreted there by a measure of how different they are. We slightly modify the DL2 translation in order to adapt.
it in a similar way to other DLs, mapping the difference between $a_1$ and $a_2$ inside of the chosen domain.

**Logical Connectives.** The interpretation of $\land$ and $\lor$ follows the definitions given in the literature. As Figure 4 makes it clear, the interpretation of negation for DL2 is not defined. By design, DL2 negation is pushed inwards to the level of comparisons between terms, see Appendix in Šlusarz et al. [47]. STL translation did not have a defined interpretation for implication.

### 4.3 Semantics of LDL Quantifiers

So far, we have given an interpretation for quantifier-free formulae. However, none of works studied so far have included infinite quantifiers as first class constructs in the DL syntax. In this section, we therefore propose novel semantics for works studied so far have included infinite quantifiers as first class constructs in the DL syntax. In this section, we therefore propose novel semantics for quantified formulae.

Finite quantifiers were introduced in [38] via finitely composed conjunction and disjunction. We extend this idea to other DLs. Given an expression $\forall x : \tau. \ e$ with a finite quantifier over the variable $x$, and given the interpretation $\langle \tau \rangle = \{d_1, \ldots, d_n\}$, $\llbracket \forall x : \tau. \ e \rrbracket^N,Q,\Gamma_L = \llbracket e[d_1/x] \land \ldots \land e[d_n/x] \rrbracket^N,Q,\Gamma_L$; analogously for $\exists$ and $\lor$. Note that we have only two finite types, Index $n$ or $\text{Bool}$, and for the latter we take $\langle \exists \rangle = \{\top\}^N,Q,\Gamma_L$, $\langle \lor \rangle = \{\top\}^N,Q,\Gamma_L$. To proceed with infinite quantifiers, recall that context $Q$ gives us a probability distribution for every first-order variable. This gives us a way to use the definition of an expectation for a function from Section 2.1 to interpret quantifiers. Recall that, for $g : \mathbb{R}^n \rightarrow \mathbb{R}$ we had:

$$\mathbb{E}[g(X)] = \int_{-\infty}^{\infty} p_X(x) g(x) dx.$$

Fischer et al. [13] were the first to interpret universally quantified formulae via expectation maximisation methods, in which case the optimised parameters were neural networks weights, and the quantified properties concerned robustness of the given neural network. Our goal is to propose a unifying approach to both universal and existential quantification that will fit with all DLs that we study here, and will not make any restricting assumptions about the universal properties that the language can express. For example, we defined LDL to admit expressions that may or may not refer to neural networks (or weights), and may express properties more general than robustness.

With this in mind, we introduce the following notation. For a function $g : \mathbb{R}^n \rightarrow \mathbb{R}$, we say that $x_{\min}$ is the global minimum (resp. global maximum) if $g(x_{\min}) \leq g(y)$ (resp. $g(x_{\max}) \geq g(y)$) for any $y$ on which $g$ is defined. We define a $\gamma$-ball around a point $x$ as follows: $B^\gamma_x = \{y \mid ||x - y|| \leq \gamma\}$. We call the expectation

$$\mathbb{E}_{\min}[g(X)] = \lim_{\gamma \rightarrow 0} \int_{x \in B^\gamma_{x_{\min}}} p_X(x) g(x) dx$$

**minimised expected value for $g$ (over the random variable $X$)***. Taking $x \in B^\gamma_{x_{\max}}$ in the above formula will give the definition of $\mathbb{E}_{\max}[g(X)]$, the maximised expected value for $g$ (over the random variable $X$).

The key insight when applying this is that given a logic $L$ and the context $(N,Q,\Gamma)$, the loss for the body $e$ of the quantified expressions $\forall x : \tau. \ e$ or $\exists x : \tau. \ e$ can be calculated for any particular given semantic value for the quantified variable $x$. Therefore we can construct a function $\lambda y. \llbracket e \rrbracket^N,Q,\Gamma_{x \leftarrow y}$ of type $\langle \tau \rangle \rightarrow \mathbb{R}$ that takes in the value and interprets the body of the quantifier with respect to it. This gives us interpretation of universal and existential
quantifiers as minimised (or maximised) expected values for the interpretation of their body:

\[
\llll \forall x : \tau. e \rrrr^N_{(N,Q,\Gamma)} = \mathbb{E}_{\min}(\llll [\lambda y. \llll e \rrrr^N_{(N,Q,\Gamma[x\to y])}](Q[x])) \\
\llll \exists x : \tau. e \rrrr^N_{(N,Q,\Gamma)} = \mathbb{E}_{\max}(\llll [\lambda y. \llll e \rrrr^N_{(N,Q,\Gamma[x\to y])}](Q[x]))
\]

The formulae above refer to the minimised (resp. maximised) expectations for the function \(\lambda y. \llll e \rrrr^N_{(N,Q,\Gamma[x\to y])}\) over the random variable \(Q[x]\). Note that this is the first time we use the semantic quantifier context \(Q\) to map a syntactic variable \(x\) to a random variable. Another notable feature of the resulting interpretation is that the interpretation for quantifiers is parametric on the choice of the logic \(L\), and that it has the advantage of being compositional which opens a new degree of generality: it allows for arbitrary nesting of quantifiers (in well-formed expressions). This will greatly simplify the proof of soundness for LDL.

We can now see that DL2’s interpretation of quantifiers can be expressed as a special case of this definition. In particular, for a quantified formula \(\forall x. P(x)\), where \(P\) is a robustness property, Fischer et al. [13] take \(||x - \hat{x}|| \leq \epsilon\) and empirically compute the “worst perturbation” in the \(\epsilon\)-interval from \(\hat{x}\) using a “PGD adversarial attack” projected within that interval. This worst perturbation is the global minimum within the chosen \(\epsilon\)-ball. And the loss function that optimises the neural network weights minimises the expectation. This key example motivates our use of expectation terminology in the interpretation of quantifiers. An alternative would be to use just the global minimum (or maximum) of a function directly when defining \(\llll \forall x : \tau. e \rrrr^N_{(N,Q,\Gamma)}\) and \(\llll \exists x : \tau. e \rrrr^N_{(N,Q,\Gamma)}\). But such a choice will not generalise over the DL2 implementation (or any other optimisation method). Another attempt to model quantification over real domains was made by Badreddine et al. [2] within the framework of “Logic Tensor Networks”. There, all variables were mapped to finite sequences of real numbers, by-passing explicit use of the notions of random variables and probability distributions over random variables. Intuitively, each given data set has only a finite number of objects, thus giving a finite domain to map to. This solution would not be satisfactory for a DL, that must take into consideration the fact that loss functions are ultimately designed to compute approximations of the unknown probability distribution, from which the given data is sampled (cf. also the discussion given in Introduction).

Example 4.2 (Semantics of Quantified Expressions). We calculate a loss function for the robustness property in Example 3.1 with respect to DL2 logic in the context \((N, Q, \Gamma)\) where \(N = [f \mapsto (x : \mathbb{R}^{784} \rightarrow \mathbb{R}^{10})]\), \(Q = [x \mapsto X]\) and \(\Gamma\) is empty. Since DL2 has no separate definition of implication we translate the implication in robustness property in a standard manner using negation and disjunction and pushing the negation inwards to the level of comparisons:

\[
\llll e \rrrr^N_{DL2} = \lambda c. \lambda \delta. \lambda x. \mathbb{E}_{\min}(\llll [\lambda x. -([[\text{bounded}]] x \times \epsilon) \times [[[\text{bounded}]] f(x) f(\hat{x}) \delta)](X))
\]

where \([[\text{bounded}]] = \lambda x. \lambda y. \lambda u. \sum_{i=0}^{783} -\max(-v - (x_i - y_i), 0) - \max(v - (x_i - y_i), 0)\)

The final problem to consider is whether the interpretation of infinite quantifiers via global minima and maxima commutes with the interpretation for \(\land\) and \(\lor\): in general it does not. Only the Gödel interpretation for these connectives (based on \(\min\) and \(\max\) operators) commutes with quantifiers interpreted as minimised or maximised expected values. Section 5.2 considers this problem in detail.
...
Lemma 5.3. It is standard in intuitionistic logic to model negation \( \neg \) whether

\[
\text{Definition 5.1 (Soundness). A logic } L \text{ is sound if for any well-typed formula } \Xi, \Delta \vdash e, \text{ and any contexts } N \in \langle \Xi \rangle, Q \in \langle q(e) \rangle, \Gamma \in \langle \Delta \rangle \text{ if } \lbrack e \rbrack^N_{Q.L} = \lbrack \top \rbrack^N_{Q.L} \text{ then } \vdash e.
\]

\[
\text{Definition 5.2 (Completeness). A logic } L \text{ is complete if for any well-typed formula } \Xi, \Delta \vdash e, \text{ and any contexts } N \in \langle \Xi \rangle, Q \in \langle q(e) \rangle, \Gamma \in \langle \Delta \rangle \text{ if } \vdash e \text{ then } \lbrack e \rbrack^N_{Q.L} = \lbrack \top \rbrack^N_{Q.L}.
\]

5.1.3 Most Fuzzy DLs are sound but incomplete

We start with showing that fuzzy DL comparison operators are valid.

Lemma 5.2 (Soundness of FDL comparisons). If \( \Xi, \Delta \vdash e_1 \bowtie e_2 \) and any contexts \( N \in \langle \Xi \rangle, Q \in \langle q(e) \rangle, \Gamma \in \langle \Delta \rangle \) then for all \( L \) in fuzzy differentiable logics (FDL) the following holds:

\[
\begin{align*}
\text{If } [e_1 \bowtie e_2]^N_{Q.L} & = \lbrack \top \rbrack^N_{Q.L}, \text{ then } [e_1]^N_{Q.L} \bowtie^* [e_2]^N_{Q.L} = \top. \\
\text{If } [e_1 \bowtie e_2]^N_{Q.L} & = \lbrack \bot \rbrack^N_{Q.L}, \text{ then } [e_1]^N_{Q.L} \bowtie^* [e_2]^N_{Q.L} = \bot.
\end{align*}
\]

Proof. See Appendix in Šlusarz et al. [47]. This result uses Lemma 5.1.

Lemma 5.3. Given a well-typed formula \( e \), for any any contexts \( N \in \langle \Xi \rangle, Q \in \langle q(e) \rangle, \Gamma \in \langle \Delta \rangle \) the following hold:

1. If \( [e]^N_{Q.G} = \lbrack \top \rbrack^N_{Q.G} \) then \( e \vdash e \).

2. If \( [e]^N_{Q.G} = \lbrack \bot \rbrack^N_{Q.G} \) then \( e \vdash e \).

Proof. The auxiliary lemma is proven by case analysis on \( e \), mutual induction, and relies on Lemma 5.2, see Appendix in Šlusarz et al. [47].
Theorem 5.2 (Soundness of Gödel DL). Gödel DL is sound.

Proof. Soundness is obtained as a corollary of Lemma 5.3.

All other fuzzy DLs, with the exception of Lukasiewicz, are also sound with respect to LJ, with proofs following the same scheme. For the Lukasiewicz DL, we cannot prove the equivalent of Lemma 5.3 unless we remove either negation or implication from the syntax. Intuitively, this is because Lukasiewicz implication is not strong enough: e.g. $[e_1 \Rightarrow e_2]$ evaluates to 1 as long as $[e_1] \leq [e_2]$. Proper study of this phenomenon is left for future work. We note that the recent work by Bacci et al. [1] has shed light on logical properties of Lukasiewicz logic, and we intend to build upon those results.

Theorem 5.2 does not hold for the opposite direction of implication (and thus completeness fails). To see this, consider the following derivation for $\Gamma_T \vdash \neg(5 \leq 3)$ in LJ, which we would have liked to be equivalent to having $\neg[(5 \leq 3)]_G \in \llbracket \top \rrbracket_G$.

$\frac{\Gamma_T, \bot \vdash \bot}{\Gamma_T, 5 \leq 3 \vdash \bot}$ (Arith − L)  
$\frac{\Gamma_T \vdash \neg(5 \leq 3)}{\Gamma_T \vdash \neg[(5 \leq 3)]}$ (¬ R)

However, taking $\llbracket 5 \leq 3 \rrbracket_G = 1 - 0.25 = 0.75$, we get $\llbracket \neg(5 \leq 3) \rrbracket_G = 1 - 0.75 = 0.25 \notin \llbracket \top \rrbracket_G$. This is the problem that will be common for all Fuzzy DLs.

5.1.4 DL2 is sound and incomplete

LDL helps to establish a generic approach to proving soundness results for a variety of DLs. Firstly, a variant of Lemma 5.2 holds for DL2. Next we obtain its soundness for DL2, where DL2 has just the connectives $\land$, $\lor$ and quantifiers, as $\Rightarrow$ and $\neg$ are not defined.

Theorem 5.3 (Soundness of DL2). DL2 is sound.

Proof. See Appendix in Ślusarz et al. [47].

The proof follows the structure of similar proofs for FDLs. This is a welcome simplification, and it will be useful in future computer formalisations of these logics. Seeing the result is given for an incomplete set of connectives, we omit discussion of completeness for DL2.

5.1.5 STL is neither sound nor complete

Incompleteness of STL is discussed in §5.1.3. In addition, note that its connectives and quantifiers lack properties that are provable in LJ: e.g. associativity of conjunction, or commutativity of a universal quantifier with respect to conjunction.

The definition for soundness relies on the interpretation of $\llbracket \top \rrbracket_S^{N,Q,\Gamma}$. Varnai and Dimarogonas [40] do not formally define $\llbracket \top \rrbracket_S^{N,Q,\Gamma}$, and for that reason alone soundness is unattainable for the original STL. We show an attempt to propose an interpretation $\llbracket \top \rrbracket_S^{N,Q,\Gamma} = \infty$ and show how we use LDL’s generic approach to analyse the result. Informally, their intuition is that any positive number in $[0, \infty)$ belongs to $\llbracket \top \rrbracket_S^{N,Q,\Gamma}$. This motivates, for example, $\llbracket 3 \leq 5 \rrbracket_S^{N,Q,\Gamma} = 2$ or $\llbracket 3 = 3 \rrbracket_S^{N,Q,\Gamma} = 0$. But none of these evaluates to $\infty$. Thus, although the soundness proof goes through, the set of expressions that a variant of Lemma 5.2 for STL covers will be empty: such soundness would say nothing about the FOL fragment of LDL. A solution would be to re-define interpretation for all predicates in a binary fashion: e.g. for $a_1 == a_2$, return $\infty$ if $a_1 = a_2$ and return $-\infty$ otherwise. But this would sacrifice continuity and smoothness of the resulting loss functions, key properties for STL design.
5.2 Logical and Geometric Properties of DLs

Both Varnai and Dimarogonas [40] and van Krieken et al. [39] suggest a selection of desirable properties for their DLs. Some are logical properties (e.g. associativity or commutativity) and some have a geometric origin, such as (weak) smoothness or shadow-lifting. As some of the DLs we consider do not have associative connectives, we will use $\bigwedge_M$ as a notation for conjunction of exactly $M$ conjuncts. Similar definition can be made for disjunction, which we omit. In all of the following definitions we will omit the contexts for clarity as they do not change.

We will denote a well-typed formula by $e$. Starting with geometric properties, smoothness is generally desirable from optimisation perspective as it aids gradient based methods used in neural network training [26]:

**Definition 5.3** (Weak smoothness). The $\lbrack e \rbrack_L$ is *weakly smooth* if it is continuous everywhere and its gradient is continuous at all points in the interval where there is a unique minimum.

**Definition 5.4** (Scale invariance for $\bigwedge_M$). The $\lbrack e \rbrack_L$ is *scale-invariant* if, for any real $\alpha \leq 0$

$$\alpha \lbrack \bigwedge_M (A_1, ..., A_M) \rbrack_L = \left[ \bigwedge_M \right]_L (\alpha \lbrack A_1 \rbrack_L, ..., \alpha \lbrack A_M \rbrack_L)$$

*Shadow-lifting* is a property original to Varnai and Dimarogonas [40] and motivates the STL conjunction. It characterises gradual improvement when training the neural network: if one conjunct increases, the value of entire conjunction should increase as well.

**Definition 5.5** (Shadow-lifting property for $\bigwedge_M$). The $\lbrack e \rbrack_L$ satisfies the *shadow-lifting property* if, $\forall i. \lbrack A_i \rbrack_L \neq 0$

$$\frac{\partial \lbrack \bigwedge_M (A_1, ..., A_M) \rbrack_L}{\partial \lbrack A_i \rbrack_L} \bigg|_{A_1, ..., A_M} > 0$$

where $\partial$ denotes partial differentiation.

Coming from the logic perspective, we have the following desirable properties:

**Definition 5.6** (Commutativity, idempotence and associativity of $\bigwedge_M$). The $\lbrack e \rbrack_L$ is *commutative* if for any permutation $\pi$ of the integers $i \in 1, ..., M$

$$\lbrack \bigwedge_M (A_1, ..., A_M) \rbrack_L = \lbrack \bigwedge_M (A_{k_1(1)}, ..., A_{k_M(M)}) \rbrack_L$$

it is *idempotent* and *associative* if

$$\lbrack \bigwedge_M (A_1, ..., A) \rbrack_L = \lbrack A \rbrack_L$$

$$\lbrack \bigwedge_2 (\bigwedge_2 (A_1, A_2), A_3) \rbrack_L = \bigwedge_2 (\bigwedge_2 (A_1, A_2), A_3) \rbrack_L$$

The below property has not appeared in the literature before, but as previous sections have shown, it proves to be important when generalising DLs to FOL:

**Definition 5.7** (Quantifier commutativity). The $\lbrack e \rbrack_L$ satisfies the *quantifier commutativity* if

$$\lbrack \forall x. \bigwedge_M (A_1, ..., A_M) \rbrack_L = \lbrack \bigwedge_M (\forall x. A_1, \ldots, \forall x. A_M) \rbrack_L$$

Similarly for $\exists$ and $\lor$. 
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Table 1: Three groups of properties of DLs: geometric, logical and semantical. Properties which have been established in other works have relevant citations. Entries with * denote DLs for which the smoothness property holds in propositional case.

<table>
<thead>
<tr>
<th>Properties:</th>
<th>DL2</th>
<th>Gödel</th>
<th>Lukasiewicz</th>
<th>Yager</th>
<th>Product</th>
<th>STL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak Smoothness</td>
<td>yes*</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Shadow-lifting</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Scale invariance</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Idempotence</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Commutativity</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Associativity</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Quantifier commutativity</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Soundness</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 1 summarises how different DLs compare and contains results already established in literature (as cited) as well as provides new results. While we do not provide proofs, the reader can find an in-depth explanation of the reasons behind the mentioned properties in Appendix of Ślusarz et al. [47]. The table inspires the following observations.

i) Starting with geometric properties, smoothness is traditionally important for differentiation [26], and connectives for DL2 and Product DL satisfy the property. However, in the FOL extension only STL remains weakly smooth, see also discussion of § 5.1.5.

ii) For the remaining geometric properties, DL2 and STL satisfy shadow-lifting and scale invariance, but Fuzzy logics disagree on these. Thus, only STL satisfies all geometric properties.

iii) For logical properties, Varnai and Dimarogonas [40] suggested that a DL cannot both satisfy shadow-lifting, idempotence and associativity. However, their proof of this fact fails within LDL. We leave formal investigation of this conjecture for future work.

iv) Since the semantics of quantifiers are defined as global minima and maxima, only connectives of Gödel DL commute with respect to them. This is a highly desirable property, that has not been previously discussed in the literature. It impacts completeness of DLs (cf. § 5.1.3 and 5.1.5).

v) Only Gödel DL satisfies all logical properties, but it fails smoothness and shadow-lifting properties. On the opposite side of the spectrum, STL behaves well geometrically, but fails associativity and quantifier commutativity, and has unresolved issues with soundness (§ 5.1.5). It warrants future research whether a DL with optimal combination of logical and geometric properties may be formulated.

5.3 Empirical Evaluation

LDL offers a unified framework to evaluate different DLs. We have implemented the syntax and semantics as an extension to the Vehicle tool [24] which supports the general syntax of LDL. The implementation is highly modular due to the semantics of each DL sharing the same semantics for the core of the syntax as explained in Section 4. We explain the workflow for our running example – the robustness property.

Taking the specification of Example 3.1, it is compiled by Vehicle to a loss function in Python where it can be used to train a chosen neural network. The loss function resulting from the LDL semantics is typically used in combination with a standard loss function such as cross-entropy. If we denote cross-entropy loss together with its inputs as \( L_{CE} \) and the LDL loss together with its inputs and parameters as \( L_{DL} \) then the final loss will be of the form:
Figure 7: Performance of the network trained with different custom losses with varying parameters $\alpha, \beta \in \mathbb{R}$ measured by relative weight of $\beta$ in relation to $\alpha$.

\[ \mathcal{L} = \alpha \cdot \mathcal{L}_{CE} + \beta \cdot \mathcal{L}_{DL} \]

where the weights $\alpha, \beta \in \mathbb{R}$ are parameters. For the preliminary tests we used a simple 2-layer network to classify MNIST images [11]. As seen in Figure 7 we have tested the effect of varying the $\alpha, \beta \in \mathbb{R}$ parameters and therefore the weight of the custom loss in training on accuracy and constraint satisfaction; the results are broadly consistent with trends reported in the literature previously.

We note that formulating heuristics for finding minima/maxima of loss functions, which are necessary for the implementation of quantifier interpretation, can be very complex, and are beyond the scope of this paper. Figure 7 shows results implemented using random sampling instead of sampling around global maxima or minima. We leave implementation of heuristics of finding global minima/maxima, as well as thorough experimental study, for future work.

6 Conclusions, Related and Future Work

Conclusions. We have presented a general language (LTL) for expressing properties of neural networks. Our contributions are: 1) LDL generalises other known DLs and provides a language that is rich enough to express complex verification properties; 2) with LDL we achieved the level of rigour that allows to formally separate the formal language from its semantics, and thus opens a way for systematic analysis of properties of different DLs; 3) by defining different DLs in LDL, we proved properties concerning their soundness and resulting loss functions, and opened the way for uniform empirical evaluation of DLs. We now discuss related work.

Learning Logical Properties. There are many methods of passing external knowledge in the form of logical constraints to neural networks. The survey by Giunchiglia et al. [16] discusses multitude of approaches including methods based on loss functions [45, 13, 39], to which LDL belongs, but also others such as tailoring neural network architectures [14], or guaranteeing constraint satisfaction at the level of neural network outputs [19, 12]. As Giunchiglia et al. [16] establish, the majority of approaches are tailored to specific problems, and only Fischer et al. [13] and van Krieken et al. [39] go as far as to include quantifiers. LDL generalises both.

Analysis of properties of loss functions. Property analysis, especially of smoothness [26] or bilateral properties [31], is a prominent field [42]. One of LDL’s achievements is to expose trade-offs between satisfying desired geometric and logic properties of a loss functions.
Neural Network Verification. While this work does not attempt to verify neural networks, we draw our motivation from this area of research. It has been observed in verification literature that neural networks often fail to satisfy logical constraints [43]. One of proposed solutions is training the NN to satisfy a constraint prior to verifying them [20, 45]. This belongs to an approach referred to as continuous verification [25, 5] which focuses on the cycle between training and verification. LDL fits into this trend. Indeed, the tool Vehicle that implements LDL is also built to work with NN verifiers [8].

Logics for Uncertainty and Probabilistic Logics. LDLs have a strong connection to fuzzy logic [39]. Via the use of probability distributions and expectations, we draw our connection to Probabilistic Prolog and similar languages [9, 10]. We differ as none of those approaches can be used to formulate loss functions, which is the main goal of LDL.

Adversarial training. Starting with the seminal paper by Szegedy et al. [37], thousands of papers in machine learning literature have been devoted to adversarial attacks and robust training of neural networks. Majority of those papers does not use a formal logical language for attack or loss function generation. LDL opens new avenues for this community, as allows one to formulate other properties of interest apart from robustness, see e.g. [5, 7].

Future work. We intend to use LDL to further study the questions of a suitable semantics for DL, both proof-theoretic and denotational, possibly taking inspiration from [1]. For proof-theoretic semantics, we need to find new DLs with tighter correspondence to LJ; and moreover new calculi can be developed on the basis of LJ to suit the purpose. Since loss functions are used in computation, we conjecture that constructive logics (or semi-constructive logics as in [1]) will be useful in this domain. For denotational semantics, we intend to explore Kripke frame semantics. Future work could also include finding the best combination of logical and geometric properties in a DL and formulating new DLs that satisfy them. Thorough evaluation of performance of all the DLs is also left to future work: it includes formulating heuristics for finding local/global maxima for quantifier interpretation, and evaluation of LDL effectiveness within the continuous verification cycle. Finally, finding novel ways of defining quantifiers that commute with DL connectives is an interesting challenge.
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