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Abstract

Intelligent American Sign Language System (IASLS) is a mobile application that allows users to operate their phone or tablet’s camera to capture American Sign Language (ASL) and convert it into text which could later be saved as a note or copied into a text message or document. Text captured from translated finger spelling or full words in ASL can be used to send a message cross-platform to other IASLS users, to take notes in the app, and to help support an in-person conversation between users with ranging abilities. Additionally, users who do not know ASL can use the app’s built-in dictation feature to communicate with people with deafness. IASLS is a mobile application that is designed to facilitate and speed up communication between parties using ASL.

1 Introduction

Communication is an important aspect of life for most people we use verbal words as our main way of communication, but not all people can do so due to issues related to muteness, deafness, or both. The causes of deafness can be genetics, complications at birth, infectious diseases, chronic ear infections, use of drugs and toxicants, excessive noise exposure, and age, while muteness can be caused by endotracheal intubation, tracheostomy, or damage to the vocal cords from disease or traumas. Muteness in a way can also be an effect of deafness. Currently, about 466 million people worldwide require rehabilitation to address their hearing loss, 34 million among which are children, and by 2050, over 700 - 900 million people are estimated to have hearing loss. These numbers demonstrate the deepness and
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the magnitude of the problem, but this is only looking into half the problem. There is nearly the same number of people suffering from the ability to lose speech. Even with the advancement of science and tools to aid those people, there are still a lot of people whose only method to communicate is through sign language.

Using sign language enables the deaf and the mute to communicate effectively and provides a global way for everyone to communicate with them accurately and effectively. The problem is that not everyone can use sign language which is why in many cases there is a translator for them especially when they speak publicly or need to communicate with someone who is not familiar with the sign language. That is why it is important to design a tool that can effectively catch the person communicating and translate it into words in real-time so that people can communicate effectively and easily with each other. Through the Utilization of machine learning techniques we can build better tools for such purpose. Previous studies utilizing machine learning techniques [1-22] have shown great promise in this area of research. In this paper, we developed a mobile application called IASLS to help support in-person conversations between users with ranging abilities using American sign language.

IASLS takes the captured visual data from the phone’s camera and sends it to a machine learning module (e.g., TensorFlow), which continuously learns, analyzes, and makes decisions based on a given dataset. Results are sent back to the user’s device and saved as a text document. Users can use this application for multiple purposes. IASLS can act as a “keyboard” for people who have difficulties typing on their phone, or as an American Sign Language learning tool. Users are also able to communicate with others directly through the app. By using our ASL translating functionality, users can sign directly into the phone’s camera and the app can distinguish what the user is trying to say. Once the user has text in place, the user can send their signed message to another user in a private messaging system.

IASLS can run on both the Android and iOS platforms. The iOS version is developed in Swift, while Java is used for the Android version. Both platforms used a unified machine learning component (TensorFlow) for pattern recognition of hand gestures. Specifically, a CNN-LSTM model was used for video classification. The deep learning model can distinguish between many different pre-defined words based on the dataset used. Both Android and iOS workflows work in the same way. A stream of images from the camera feed is pre-processed and sent to the trained model on the device for classification. The predictions are post-processed, and the most confident prediction is displayed in the text field. The aggregate of text is saved on the user’s local device.

In order to recognize the gestures efficiently, the machine learning model needs a large dataset of videos/pictures of American Sign Language for training. The training process demands a lot of processing power. Therefore, this phase was done on a machine with an NVIDIA GeForce RTX 2080 GPU. The actual machine learning algorithm consists of a CNN-LSTM architecture. Convolutional Neural Networks (CNNs) are popular in the field of image classification and computer vision. They are used to extract features from an image and create a feature map. Long Short-Term Memory (LSTM) on the other hand is a type of recurrent neural network specialized in learning long-term dependencies. Alternatively, we experimented with other deep learning architectures to achieve peak performance. We experimented with different architectures to find the best-performing model. One such alternative involved using a 3-dimensional CNN which allowed for extracting features in both the spatial and temporal domains. Many iterative experiments were performed to optimize the model. We found the CNN-LSTM model performed best on our validation set.
2 System Block Diagram

Figure 1 illustrates IASLS’s system block diagram; images are captured from the user’s smartphone and captured as input to our machine learning model. The machine learning model is then diagrammed on the right showing images taken by the smartphone sent as 32x64x200x200 (batch of 32 64-frame video clips) through a 3D-CNN LSTM system with an MLP classifier. After classification, the prediction of the word or letter is sent back to the user’s smartphone as text output.
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Figure 1: System Block Diagram

3 State Diagrams

Figure 2 illustrates IASLS’s Translation State Diagram. It describes the various steps around the app and how to go back and forth in the process. The whole diagram has been color coded to represent different types of components of the app. The color codes are. Violet: View-Controller, Light Purple: Firebase Service, Orange: OS System Call API, Gray: IASLS Translation Algorithm.

At first, the user is prompted to sign into the app, if the user does not have an account, they can proceed to sign up. The sign-in process is only done only if the user is not already signed into the app. Once signed in, every time the user signs in afterward, they can skip the authentication step. The user also has the option to skip signing in and to use the app as a guest. Signing in is required for messaging capabilities.

Once the user is authenticated, they will be shown the main view, which comprises a camera view. The user can use the main feature of the app, the ASL recognition and speech-to-text feature in this view. The camera captures the video using the front camera, it can also be switched to point and shoot using the rear camera. Once the video is recorded, it’s sent to the backend server to run by a model. Once the model analyzes the video, it returns the text of ASL in the video, then sent back to the user which is then shown on the display as text and played as a sound using AVSpeechSynthesizer. In order to hold a natural conversation, AVSoundRecorder records what the other person says, and then transcribes it to text, which is then made visible to the ASL speaker on the screen.
4 Activities

This project requires access to both iOS and Android development environments that are XCode on macOS and Android Studio. Mobile devices are needed for testing, including an iPhone and an Android phone. In order to create and train our machine learning model, we used a remote GPU server with high computational power since our training dataset is very large in size and quantity. Internet access is required in order to connect the application with the back-end server. GitHub was used for project management.

We used TensorFlow software, for both iOS and Android, to help with developing our app. TensorFlow was used as a base to kickstart our implementation of the machine learning aspect of this project since we need to train the app to understand a wide range of hand motions. In order to train the model, we need a large dataset of sign language examples that we can parse and evaluate. The dataset has video clips of someone signing a word or phrase along with a text version of the word or phrase.

Detailed Design:
(1) Convert the MS-ASL dataset into usable data
   a. Download YouTube videos
   b. Process videos using MS-ASL requirements (bounding box, time stamps)
c. Maintain 1-to-1 correspondence between videos and labels

(2) Develop code responsible for data wrangling and training
a. Generator class used for loading data in batches (can't fit into mem)

b. Normalize videos to fit the model (i.e.: reshaping, grayscale, shortening, extending based on the length of the video)

c. Develop different types of ML algorithms (3d-CNN, Inception 3d, CNN-LSTM)

(3) Develop code for evaluating a model
a. Decoding script used for loading a test dataset

b. Scoring the output of the saved model against ground truths of the test set

(4) Perform tuning to find optimal model parameters for best performance

(5) Launch Camera Activity and hold X + K number of frames from the stream, normalize the FPS among devices to ensure the same frame rate

   a. X is the number of frames the model takes in, K is the number of buffer frames

   b. The idea is that if X is 30 frames (i.e., one second), a signed word may not be in the same exact time as that one-second interval. So, a buffer 11of frames are used, and a sliding window technique was used to predict every 30 frames of the image stream. The predictions are post-processed so that once the threshold confidence has been reached (i.e.: 80% confident), that is the word that is the output. This means the model will run a bit slower than in real-time.

(6) Use Firebase Realtime Database to send messages between users.

(7) For Android, the ‘Play’ button activates TTS by invoking its built-in Text-To-Speech engine. This will concatenate all the output of the model into a string and pass it to the engine for playback. For the iOS version, the same process is used and Apple’s Voice Over API will convert the string to speech.

(8) The phone’s microphone records the non-mute users’ voice and the app’s speech-to-text function can convert the recording to text and send it over the web to a hearing-impaired user.

5 Development Environment

The required development environment is two-fold. For the iOS version of our project, we used XCode to develop our project. In XCode, we used Swift to write our code. For the Android version of our app, we used Android Studio as our base, and we developed the layout and functioning of the app with Java. In addition to Java, we use XML to design the look and feel of the app. The base of our app is built on software already produced by Google’s TensorFlow. TensorFlow is an open-source collection of software that helps with building machine learning platforms. Since TensorFlow already has some of the camera and text displaying functionality ready to go, we use this to kickstart the design of the app and help use it to create our sign language recognizing machine learning model.

In order to test our applications, we used the simulators that come with XCode and Android. Both have decent simulators that are very helpful in creating and testing the design of the app, however, the simulators have their limits. Since our app is heavily based on the use of the phone’s camera, and the simulators do not allow developers to use the camera’s camera, we used our phones to test the camera and motion recognition parts of the functionality. Our team has an equal distribution of users with iPhones for iOS testing and Android phones for Android testing, so this should not be a disadvantage. We used a software called Telegram for the messaging part of our app. Telegram has an API that we use to send and receiving messages from other users. We used this to integrate the ASL translations.

In addition to the environments, we used a GPU server to download an ASL dataset that has been collected by Microsoft. The dataset contains a significant number of words and a video of their translations in American Sign Language. After that, we parsed the collection of words and used the
videos to create our machine learning model. After downloading this dataset, we created a Python script to parse through this data and create training, testing, and validation sets, as well as normalizing all the videos to a 200x200 frame with a total length of 64 frames. Downscaling all the videos to 200x200 certainly caused a loss of resolution, however, this tradeoff was worth it as higher dimensions would drastically slow the training process.

6 Algorithms

As we have a machine learning backend, we implemented a neural network and fed it training and testing data. We created a 3-dimensional convolutional neural network paired with a Long Short-Term Memory (LSTM) recurrent neural network. The 3-dimensional convolutional layer generates spatiotemporal features for each video input. These features were passed along to the LSTM layer where long-term dependencies were learned. Finally, the outputs of the LSTM were flattened and passed along to a fully connected multi-layer perceptron. This represents the classification portion of the model and has an output layer of 1000 nodes, one for each word in the dataset.

We downloaded pre-categorized videos of various examples of signing. These videos were trained on the neural network over 10 epochs. We ran the training data through enough training epochs for the neural network to learn the various features of the signing data; however, we ran into system limitations as running the data through many epochs required the model to run on the GPU for an extensive amount of time. Fortunately, this wasn’t an issue as we found that after about 7 epochs the model began overtraining and performed worse on validation sets.

We implemented certain techniques into our neural network to reduce the overfitting problem, which may occur if the neural network simply “memorizes” the training data instead of learning its features. If the former occurs, then the neural network would likely perform very well on the training data but would likely perform much worse on the testing data. In order to mitigate the problem of overfitting, we utilized a dropout technique. The technique is a way of reducing overfitting by randomly ignoring a given percentage (50% in our case) of neurons from the training step in each epoch. This ensures that the model is less reliant on specific neurons and can assign appropriate weights to all neurons. Another way of eliminating potential overfitting could be to simply ensure that the number of epochs is not too high. We trained the model for 10 epochs and saved the weights after each epoch. After training was complete, we loaded the model with each of the weights and ran them on our validation set. From there, we simply chose the weights that had the highest accuracy for the validation set.

7 Database Design

Figure 3 illustrates the design of our database that we used to store the information for our messaging and notetaking features. Firebase uses a node tree to store its data, so this is the best representation of that, however, there are no foreign keys or primary keys in a way. Those are defined in the code when go and read and write to the tree of nodes. In theory, in each of these tables, there is a node in its tree and the values inside each one is a sub-node of the root node. The “Users” node/table holds a unique ID of each user. It also holds the name and the email of the user. These values are obtained by the authentication feature that Firebase provides. In the “Messages” table, there is a unique ID for each message sent. Each message also has a receiver ID and a sender ID that correlate to the “Users” table.
There is always a sender and a receiver in each message sent. Each message node also has a text field that holds the text of the message as well as a timestamp of when the message was sent.

There is also a “User-Messages” node/table that helps with identifying which user owns which message. This is mainly here to quickly and easily track down every message in our messages table that belongs to a particular user. The strategy for this is called fanning out. Instead of observing every message in the table when we go to gather someone’s messages, we can keep track of which messages they own via the user-messages table, which holds the IDs of every message that every user holds, and then use those IDs to track down the messages in the messages table. This will save time and money so that we do not have to read from the database as much.

On the notetaking side, the concept is pretty much the same. Each notes table holds a unique “Notes” ID, the owner ID which correlates to someone in the “Users” table, the text field which holds the text of the note, the title field which holds the title of the note, and the timestamp which holds the time it was created or updated. The “Notes” table also has a “User-Notes” table which does the same kind of user tracking as the “User-Messages” table does. When a note gets made, it finds or creates a node with the ID of the user and saves every note ID in that node for quick access to who owns which note.
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Figure 3: Database Diagram

8 Testing

For this project, the model training phase takes a large amount of time. This prompted us to use at the beginning only a portion of the data to create the test model to generalize the data and to make sure our machine learning implementation is accurate. We then moved on to the actual training phase of the model with all the datasets.

Next, to test the mobile application we used GitHub’s continuous integration platform GitHub-Actions, so we can test our application for every merge into the main branch. These mainly comprised of end-to-end tests of the user interface where user interactions such as button presses were simulated. Unit testing of the app consisted of testing the connection between our software and the ASL recognition model. We sent simple consistent images to our ASL letter recognition API and would assert the
expected letter output. There were aspects of the application that were not able to be captured using automated testing. Specifically, the smartphone’s video capture could not be easily or reliably tested using end-to-end testing, so we opted for manual acceptance testing for these features. Our team would manually pull in any new code to our local machine and install the testing version of the application on our physical smartphones. This testing helped ensure that our project’s main branch was always relevant and never broken. Therefore, if the main branch ever gets corrupted by a faulty pull request, GitHub’s integration testing will alert us about it.

There were issues with using GitHub Actions for continuous integration. The speed of GitHub macOS virtual environments was limited and often very slow. This made testing the iOS Application much slower than testing the Android equivalent as the Java environment can run in GitHub Linux virtual machines at a faster rate. We are also limited to only 5 concurrent macOS testing environments for our iOS application whereas our Android application can have up to 20 concurrent testing environments.

9 Conclusion

In this paper, we introduced a mobile application called IASLS that allows users to operate their phone or tablet’s camera to capture American Sign Language (ASL). The application has a lot of capabilities, it allows for fast finger spelling detection and is very responsive to ASL word detection. The user is provided the ability to help in training the video classification model. In addition to a multi-platform chat feature between IASLS users and a note-taking feature. The application has still ways to go before coming to a full-fledged software tool but in the meantime, the application provides the users with a very convenient way to communicate with each other without the need for one of the parties to have a translator or the other party to know about ASL. Future work might include building the tool as part of a pipeline [23-28, 30-32] of programs to provide more functionality to the users or designing another program using the same factors [29] and inserting it within the tool to perform additional functionality.

10 Resources

IASLS Mobile Applications version for both Android and iOS can be found at the links below
https://github.com/Capstone-Projects-2020-Spring/iASL-iOS
https://github.com/Capstone-Projects-2020-Spring/iASL-Android

The Algorithmic detail for the IASLS backend is available at https://github.com/Capstone-Projects-2020-Spring/iASL-Backend
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