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Abstract 

 

In this paper, we have considered an existing non-DHT-based structured P2P network. It is 

known as pyramid tree. A node i in this tree represents a group (cluster) of peers that are interested in a 

particular resource of type i. It is not a conventional tree. In the present work, such a P2P architecture 

has been the choice because in a pyramid tree, search latency for its inter-group data lookup algorithm 

is bounded by the tree diameter and is independent of the total number of peers present in the system. In 

addition, any intra-group data look up communication needs only one overlay hop. In the present work, 

we have explored some important structural properties of the tree and incorporated them to design an 

efficient inter cluster broadcast protocol with complexity O(log n) for complete pyramid tree 

architecture, where n denotes the number of nodes in the tree. 
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I. INTRODUCTION  

 

  Peer-to-Peer (P2P) overlay networks are widely used in distributed systems due to their ability 
to provide computational and data resource sharing capability in a scalable, self-organizing, distributed 
manner. P2P networks are classified into two classes: unstructured and structured ones. In unstructured 
systems [2] peers are organized into arbitrary topology. It takes help of flooding for data look up. Problem 
arising due to frequent peer joining and leaving the system, also known as churn, is handled effectively 
in unstructured systems. However, it compromises with the efficiency of data query and the much needed 
flexibility. In unstructured networks, lookups are not guaranteed. On the other hand, structured overlay 
networks provide deterministic bounds on data discovery. They provide scalable network overlays based 
on a distributed data structure which actually supports the deterministic behavior for data lookup. Recent 
trend in designing structured overlay architectures is the use of distributed hash tables (DHTs) [3] - [5]. 
Such overlay architectures can offer efficient, flexible, and robust service [3] - [5], [7], [8].  

 However, maintaining DHTs is a complex task and needs substantial amount of effort to handle 
the problem of churn. So, the major challenge facing such architectures is how to reduce this amount of 
effort while still providing an efficient data query service. In this direction, there exist several important 
works, which have considered designing hybrid systems [1], [6], [9] - [11]; these works attempt to include 
the advantages of both structured and unstructured architectures. However, these works have their own 
pros and cons. 

 

Our Contribution 

 

In this paper, we have considered designing an efficient broadcast protocol for the Pyramid tree 
architecture reported in [19]. The class of interest-based structured P2P systems has gained considerable 
attention [6], [12], [13], [15], [17], [18], [19], [20] from the viewpoint that users sharing common 
interests are likely to share similar contents, and therefore searches for a particular type of content is 
more efficient if peers likely to store that content type are neighbors [14]. The considered architecture is 
a non-DHT–based structured P2P system. We have earlier pointed out the disadvantages of DHT-based 
systems. A mathematical model based on modular arithmetic, specifically residue class (RC), has been 
used to design the Pyramid tree architecture [16].  

Note that it is not a conventional tree. This tree structure found its applications in the past in the area 
of design for testability for VLSI chips [16]. In the present work, a node i in this tree represents a group 
of peers (also called as clusteri) that possess a particular resource of type i. Hence, each node 
corresponds to a distinct resource type. In the present work, such a tree architecture has been the choice 
because in a complete pyramid tree, multiple paths exist between most of its nodes. Such a structural 
characteristic can be helpful from the viewpoint of designing communication protocols that are load 
balanced as well as robust. In this architecture, search latency for its inter-group data lookup algorithm 
is bounded by the tree diameter and is independent of the total number of the peers present in the system 
[19]. This is its most important advantage that makes it superior to some important existing DHT-based 
systems. 

     In the present work, we have explored some important structural properties of the tree and 

incorporated them to design an efficient inter cluster broadcast protocol with complexity O(log n) for 

complete pyramid tree architecture, where n denotes the number of nodes in the tree. The existing 

architecture has appeared in Section II on preliminaries. The architectural properties appear in Section 

III. In Section IV, a new concept ‘virtual neighbors’ has been introduced and in Section V, we present 

the proposed broadcast protocol.   
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II. PRILIMINARIES  

 
In this section, we present some relevant results from our recent work on the Pyramid tree 

architecture [19] for interest-based peer-to-peer system.  

 

Definition 1. We define a resource as a tuple ˂Ri, V˃, where Ri denotes the type of a resource and V 

is the value of the resource.  

 

     Note that a resource can have many values. For example, let Ri denote the resource type ‘songs’ and 

V' denote a particular singer. Thus ˂Ri, V'˃ represents songs (some or all) sung by a particular singer 

V'.  

 

Definition 2. Let S be the set of all peers in a peer-to-peer system. Then S = {PRi}, 0 ≤ i ≤ n-1, where 

PRi denotes the subset consisting of all peers with the same resource type Ri. and the number of distinct 

resource types present in the system is n. Also for each subset PRi, we assume that Pi is the first peer 

among the peers in PRi to join the system. We call Pi as the group-head of group Gi (clusteri) formed by 

the peers in the subset PRi .  

 

We have assumed that no peer can have more than one resource type. Generalization of the 

architecture is not considered in this paper.  

 
A.  Pyramid Tree  

 

The following overlay architecture has been proposed in [19].  

 

1) The root of the tree is at level 1 and there are n numbers of completely connected networks 

(groups/clusters) of peers. Each such group, say Gi is formed by the peers of the subset PRi, (0 ≤ 

i ≤ n-1), such that all peers (ϵ PRi) are directly connected (logically) to each other, resulting in 

the network diameter of 1. The group-heads of the n groups are connected to form the edges 

(links) of the pyramid tree.  

2) Any communication between a peer pi ϵ Gi and a peer pj ϵ Gj takes place only via the respective 

group-heads Pi and Pj and with the help of tree traversal. 

 

B.  Residue Class 

 

Consider the set Sn of nonnegative integers less than n, given as Sn = {0, 1, 2,  .…  (n – 1)}. This 

is referred to  

as the set of residues, or residue classes (mod n). That is, each integer in Sn represents a residue class 

(RC). These  

residue classes can be labelled as [0], [1], [2], …, [n – 1], where [r] = {a: a is an integer, a ≡ r (mod 

n)}. 

        For example, for n = 3, the classes are: 

        [0] = {…., ─ 6,  ─ 3, 0, 3, 6, … } 

        [1] = {…., ─ 5,  ─ 2, 1, 4, 7, … } 

        [2] = {…., ─ 4,  ─ 1, 2, 5, 8, … } 
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            In the P2P architecture, we use the numbers belonging to different classes as the logical 

addresses of the peers; therefore, for the sake of simplicity we shall use only the positive integer values. 

Before we present the mechanism of logical address assignments, we state the following relevant 

property of residue class [19]. 

  

      Lemma 1. Any two numbers of any class r of Sn are mutually congruent. 

 

      C. Assignments of Overlay Addresses 

      

Assume that in an interest-based P2P system there are n distinct resource types. Note that n can be 

set to an extremely large value a priori to accommodate large number of distinct resource types. 

Consider the set of all peers in the system given as S = {PRi}, 0 ≤ i ≤ n-1. Also as mentioned earlier, for 

each subset PRi (i.e. group Gi) peer Pi is the first peer with resource type Ri to join the system.  

In the overlay architecture, the positive numbers belonging to different classes are used to define the 

following:  

(a) Logical addresses of peers in a subnet PRi (i.e. group Gi). Use of these addresses can be shown 

to justify that all peers in Gi are directly connected to each other (logically) forming an overlay 

network of diameter 1.  In graph theoretic term, each Gi is a complete graph. 

(b) Identifying the edges (links) that connect different group-heads of the n groups in the tree.  

 

The assignment of logical addresses to the peers in the groups and the resources happen as follows: 

1) Each group-head Pr of group Gr is assigned with the minimum nonnegative number (r) of 

residue class r (mod n) of the residue system Sn. 

2) All peers having the same resource type Rr will form the group Gr (i.e. the subset PRr) with 

group-head Pr. Each new peer joining group Gr is given the group membership address (r + 

j.n), for j = 0, 1, 2, … 

3) Resource type Rr possessed by peers in Gr is assigned the code r which is also the logical 

address of the group-head Pr of group Gr. 

 

Definition 3. Two peers of a group Gr are logically linked together if their assigned logical addresses 

are mutually congruent.  

Lemma 2.  Each group Gr forms a complete graph [19]. 

 

Observation 1.  Any intra-group data look up communication needs only one overlay hop [19]. 

Observation 2.  Search latency for inter-group data lookup algorithm is bounded by the diameter of the 

tree [19]. 

Observation 3: A pyramid tree is a complete one if at any level j, number of nodes (i.e. clusters) is also 

j. 

Observation 4: In an incomplete pyramid tree any level j has j nodes except the leaf level.   

Observation 5: Joining of a new group (i.e. joining of a new cluster) always takes place at the leaf 

level. 

Observation 6: A node that does not reside either on the left branch or on the right branch of the root 

node is an internal node. 

Observation 7: Degree of an internal non-leaf node is 4. 

Observation 8: Degree of an internal leaf node is 2. 
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     An example of a complete pyramid tree is shown in Fig. 1 [19]. In the figure, assignments of the 

overlay addresses of the group- heads are done in the following way. A group-head P0 with resource 

type '0' is assigned the address '0' if it is the first peer to join the network, thereby becoming the root 

node of the tree. In general, suppose that there exist already i number of group-heads (i.e. P0, P1, … Pi-

1) in the tree. Then the next peer joining the system as the group-head with resource type i will be 

assigned with the address i. For example, the sixth group-head joining the system will have the logical 

address as 5 and the code of the resource type it possesses is 5. The edges are formed according to the 

pyramid tree structure [16]. Observe that no node can have a degree larger than 4 and only two nodes 6 

and 9 at the leaf level have degree one each. Node 4 is an internal non-leaf node whereas nodes 7 and 

8 are internal leaf nodes.  

 

 

 

Fig. 1 A 4 level complete pyramid tree 

 

 

III. SOME OTHER RELEVANT PROPERTIES  

 

     In this section, we state some other structural properties, which we shall incorporate in designing the 

proposed broadcast protocol. We shall state the properties using an example of a complete pyramid tree. 

The structural properties to be revealed are invariant, i.e. they do not change with the size (no. of levels) 

of the tree, or if the tree is a complete or an incomplete one. So, let us consider a complete pyramid tree 

of 5 levels as shown in Fig. 2. It means that it has 15 nodes/clusters (clusters 0 to 14, corresponding to 

15 distinct resource types owned by the 15 distinct clusters). It also means that residue class with mod 

15 has been used to build the tree. As pointed out above, the nodes’ respective logical addresses are 

from 0 to 14 based on their sequence of joining the P2P system. 
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     Each link that connects directly two nodes on a branch of the tree is termed as a segment. In Fig. 2, 

a bracketed integer on a segment denotes the difference of the logical addresses of the two nodes on the 

segment. It is termed as increment. This increment can be used to get the logical address of a node from 

its immediate predecessor node along a branch. For example, let X and Y be two such nodes connected 

via a segment with increment d, such that node X is the immediate predecessor of node Y along a branch 

of a tree which is created using residue class with mod n. Then, logical address of Y = (logical address 

of X + d) mod n.  

 

Fig. 2 A complete pyramid tree with root 0 

Thus in the example of Fig. 2,  

Logical address of the leftmost leaf node = (logical address of its immediate predecessor along the left 

branch of the root + increment) mod 15 = (6 + 4) mod 15 = 10. 

We also use the following terminology. Any left branch originating at a node on the right branch of the 

root is termed a left sub-branch. For example, one such left sub-branch originating at node 2 on the 

right branch of the root is 2 → 4 → 7 → 11. Similarly, we can define right sub-branches as well. 

Remark 1: The sequence of increments on the segments along the left branch of the root, appears to 

form an AP series with 1st term as 1 and common difference as 1. 

Remark 2: The sequence of increments on the segments along the right branch of the root, appears to 

form an AP series with 1st term as 2 and common difference as 1. 

Remark 3: Along the 1st left sub-branch originating at node 2, the sequence of increments appears to 

form an AP series with 1st term as 2 and common difference as 1. Note that the 1st term is the increment 

on the segment 0 → 2. 

Remark 4:  Along the 2nd left sub-branch originating at node 5, the sequence of increments is an AP 

series with 1st term as 3 and common difference as 1. Note that the 1st term is the increment on the 

segment 2 → 5.   
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     In a similar way, the left most sub-branch (3rd one) can be interpreted. Observe that all such 

properties are invariant and do not vary with size of the tree. Also, similar kinds of remarks can be 

drawn in case of the right sub-branches. 

 

IV. VIRTUAL NEIGHBORS 

     In this section, we shall present some important structural properties of the pyramid tree P2P system. 

To the best of our knowledge, no structured P2P system, either DHT or non-DHT based, possesses this 

property. It is stated below. 

     Let SY be the set of logical links that connect a node Y to its neighbors in a complete pyramid tree 

TR with root R. Assume that the tree has n nodes (i.e. n group heads / n clusters). Let another tree T’R 

be created with the same n nodes but with a different root R’. Let S’Y be the set of logical links 

connecting Y to its neighbors in the tree T’R. 

Property 1.     SY ≠ S’Y 

Property 2.  Diameter of TR = Diameter of T’R 

Property 3.  Number of levels of TR = Number of levels of T’R  

Property 4.  Complexity of broadcasting in TR with root R as the source of broadcast is the same for 

T’R with root R’ as the source of broadcasting. It is O(log n). 

Fig. 3 A complete pyramid tree with root 13 

An example: Consider the complete pyramid tree of 5 levels as shown in Fig. 3. Note that root of this 

tree is node 13, whereas root of the tree of Fig. 2 is 0.  

It is seen that S’4 = {1,8,9} and S4 = {1,2,7,8}. Therefore, Property 1 holds. 

     Diameters of both trees are same; it is 8 in terms of number of hops. Besides, both trees use the same 

15 nodes and have the same total number of levels. Finally, broadcasting from either root 0 in the tree 
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of Fig.2 or from root 13 in the tree of Fig. 3 can be completed in 4 hops. Thus all the properties as 

mentioned above hold. 

Remark 5.  Set of neighbors of a given node Z varies as the root of the tree varies. Hence, it is termed 

as virtual. 

 

V. BROADCAST 

     It may be noted that internal nodes are present starting from level 3 in a pyramid tree and at this level 

there is only one such node. At any other level i, the number of internal nodes is (i-2). Therefore, total 

number of such nodes in an n level pyramid tree is (n-1)(n-2)/2, that includes both internal non-leaf and 

internal leaf nodes. Therefore, for flooding based inter cluster broadcasting, each internal non-leaf node 

at level i will receive one extra copy from its neighbors at level (i-1) and will generate one extra copy 

to its neighbors at level (i+1). So effectively, there are two duplicate packets per internal non-leaf node.  

Each internal leaf node will receive an extra packet from its neighbors. Therefore, for flooding based 

broadcast, total number of duplicates per packet broadcast will be 

 N = 2((n-1)(n-2)/2 –(n-2) = (n-2)2; Therefore, as n increases (more clusters are formed), N ∞ n2. 

Therefore, we avoid flooding and design an inter cluster broadcast protocol that does not generate any 

duplicate packet. The protocol takes help of the properties mentioned in the previous section. Let a 

node X be the source of broadcast. The following steps are followed in the protocol. 

Protocol Inter Cluster Broadcast 

Step 1: Root X sends packets to its neighbors on left and right branches. 

Step 2: Each receiving node on the left branch sends packets to its neighbor on this branch till a 

receiving node is a  leaf node. 

Step 3a: The ith receiving node on the right branch sends packets to its neighbor on the ith left sub-

branch originating at the ith node until the ith receiving node is a leaf node. 

Step 3b: The ith receiving node sends packets to its neighbor, the (i+1)th node on the right branch until 

it is a leaf  node. 

Step 4: Propagation along the ith left sub-branch continues as in Step 2. 

 

Remark 6. No internal non-leaf node at a level i receives any duplicate packet as it receives only one 

packet from one of its neighbors at level (i-1). 

Remark 7.  The inter cluster broadcast protocol does not generate any duplicate packet because any 

receiving node gets a packet via only one link. 

 

IV. CONCLUSION 

     In this paper, we have considered pyramid tree-based P2P network architecture. We have explored 

some important structural properties of the tree; besides, we have introduced a new structural property, 

virtual neighbors which none of the existing structured P2P systems possesses. We have incorporated 

all these structural properties in the design of an efficient inter cluster broadcast protocol with 

complexity O(log n) for complete pyramid tree architecture, where n denotes the number of nodes 

(clusters) in the tree. The present work is part of an ongoing research project; future work is directed at 

developing broadcast protocol for incomplete pyramid tree. 
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