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Abstract

Large Language Models represent a disruptive technology set to revolutionize the future of artificial intelligence. While numerous literature reviews and survey articles discuss their benefits and address security and compliance concerns, there remains a shortage of research exploring the implementation life cycle of generative AI systems. This paper addresses this gap by presenting the various phases of the generative AI life cycle and detailing the development of a chatbot designed to address inquiries from prospective students. Utilizing Google Flan LLM and a question-answering pipeline, we processed user prompts. In addition, we compiled an input file containing domain knowledge of the education program, which was preprocessed and condensed into vector embeddings using the HuggingFace library. Furthermore, we designed a chat interface for user interaction using Streamlit. The responses generated by the chatbot are both descriptive and contextually pertinent to the prompts, with their quality improving in response to more detailed prompts. However, a significant constraint is the size limit of the input file, given the processing power limitations of CPUs.

1 Introduction

LLM stands for Large Language Model, an artificial intelligence model capable of understanding and generating human-like text. These models are trained on vast amounts of text data and can perform tasks such as text generation, text summarization, machine translation, and question-answering [32]. LLMs have various applications across industries including, natural language processing (NLP), chatbots, content generation, and sentiment analysis [18]. They are crucial in advancing AI technology and revolutionizing human-computer interactions [11]. LLMs utilize a transformer architecture model, serving as a foundation for generative AI applications, along with generative adversarial networks (GANs) [26] and variational autoencoders (VAEs) [30].

Several researchers focus on reviewing the literature on generative AI and LLM technology in various application domains. Some of the application areas are dialog conversation in healthcare [27], detection of marine litter [20], drug detection [8], and in business and finance [12]. Meskó and Topol [25] presented potential risks in using LLMs in healthcare, categorizing them into three categories, and discussed the regulatory challenges of using LLMs. These risks include
data privacy, intellectual property rights, lack of informed consent, and bias, among several others [34]. However, there is a gap in the literature regarding the finding of evidence supporting the implementation of generative AI systems or their usage as case studies in research [9]. This paper focuses on implementing a generative AI chatbot for an educational program, that utilizes LLM to generate new responses for prospective graduate students.

The remainder of the paper is organized as follows. Section 2 describes the hardware, software, and user experience requirements of generative AI systems. Section 3 discusses the different phases of the generative AI project life cycle. Section 4 presents a case study of chatbot implementation using LLM and its results. Section 5 presents research conclusions.

2 Requirements of Generative AI systems

Understanding the requirements of implementing a generative AI system is essential. This section discusses the three types of requirements: hardware, software, and user experience [5].

LLMs have significant hardware requirements due to their computational intensity [33]. They typically necessitate high-performance CPUs with multiple cores and high clock speeds to efficiently process large text datasets. Graphics Processing Units (GPUs) are commonly employed to accelerate training and inference tasks by parallelizing computations [29]. Alternatively, Tensor Processing Units (TPUs), known for their exceptional speed and energy efficiency, are increasingly utilized, especially in large-scale deep learning applications. Sufficient memory, comprising both RAM and storage space, is essential for storing model parameters, input data, and intermediate results during computations, while fast storage solutions such as SSDs or NVMe drives play a critical role in housing large datasets, model checkpoints, and training logs, thereby reducing data loading times and improving overall training throughput. Also, high-speed networking capabilities may be necessary for accessing and transferring large datasets stored on remote servers or cloud platforms. Overall, meeting the hardware requirements of LLMs often involves investing in robust computing infrastructure or leveraging cloud-based solutions to ensure efficient training and deployment processes [16].

LLMs require a specific set of software tools and frameworks to facilitate their development, training, and deployment [3]. Key components include deep learning frameworks like TensorFlow, PyTorch, or Hugging Face’s Transformers library, which provide the foundational infrastructure for building and training neural network models. Natural Language Processing (NLP) libraries such as NLTK, spaCy, and Hugging Face’s Transformers offer specialized tools for text processing and analysis, essential for tasks like tokenization and feature extraction [10]. Hardware acceleration libraries like CUDA and software integrations for GPUs or TPUs enable efficient computation during training and inference [15]. In addition, access to model repositories and pre-trained models, along with development environments like PyCharm Jupyter Notebooks, or Google Colabs streamline the development process [24]. Deployment frameworks such as TensorFlow Serving and cloud computing platforms like Amazon Web Services (AWS) or Google Cloud Platform provide the infrastructure needed to deploy and manage LLMs in production environments. These platforms provide scalable and reliable [31] solutions for hosting LLMs, allowing organizations to handle increased workloads and ensure consistent performance seamlessly.

Generative AI systems require a user experience that prioritizes intuitive interaction, clear communication, and customization options. Users should find the interface user-friendly and easy to navigate, with clear communication about the system’s capabilities and limitations [23]. Feedback mechanisms should indicate when the system is processing input and generating output, while robust error handling ensures a smooth experience [13]. Customization options allow
users to tailor the output to their preferences, while transparency about the system’s operation and data usage fosters trust. Privacy and security are paramount, with clear communication and control over user data [2, 6]. Guidance and assistance should be available, especially for users unfamiliar with generative AI technology, and consistency across interactions and platforms ensures a cohesive experience. Accessibility considerations ensure the system is usable by all users, while performance optimization minimizes latency. Ethical considerations, including addressing biases and ethical implications, are also essential for responsible system design [28].

3 Phases of Generative AI Project Life Cycle

The details and enhancements of the software development life cycle and data science or data analytics life cycle projects are already known. This paper focuses on the generative AI (AIGC) project life cycle. The different phases in this life cycle are built on the work authored by David Baum from Snowflake [7]. Figure 1 shows the different phases. The first phase of AIGC is specifically on identifying the business use case and defining the scope. In this phase, the task is to determine the type of content generation required, such as customized descriptions of costumes, translation between languages, text summarization, synthetic data generation, music creation from lyrics, or providing rapid responses by generating answers for customers.

The second phase involves determining the intellectual data necessary for effectively customizing the model. LLMs are pre-trained on massive amounts of data sourced from various existing repositories, including websites, research articles, and source code repositories [18]. Typically, this dataset spans petabytes in size, encompassing domain knowledge. A clear understanding of the business use case is crucial for defining the data and user requirements.

The third phase involves selecting an appropriate LLM from the available options. Numerous open-source LLMs exist, including Bloom, Bret, Falcon, X Gen-7B, LLAMA, GPT-NeoX, and GPT-J, among others. Projects like LLAMA offer readily accessible resources that can be modified and deployed within our environments [1]. These LLMs boast billions of parameters, enhancing their ability to produce precise and contextually relevant outcomes. However, their extensive parameterization demands significant training resources to tailor them to our specific requirements. The decision between employing large or small models entails striking a balance between cost and performance. Developers must carefully evaluate their needs and resources to determine the most suitable LLM for their particular use case.

The fourth phase is adapting LLMs to the use case. To perform this prompt engineer-
ing, fine-tuning parameters, and human reinforcement learning from human feedback (RLHF) techniques are used to meet specific needs [4]. Prompt Engineering is the process of designing effective prompts or inputs for language models to generate desired outputs, particularly for those based on the Transformer architecture like GPT (Generative Pre-trained Transformer) models [19]. Language models like GPT are trained to generate text based on the input they receive, making the quality and specificity of the input. Fine-tuning allows for the adaptation of an LLM to specific tasks by updating its pre-trained parameters, thereby offering users the flexibility to customize LLMs according to their needs and achieve improved performance across various applications. This process involves selecting a relevant pre-trained LLM, refining it with related datasets, and training the model to generate responses tailored to specific prompts. The fine-tuned LLM is then evaluated to ensure it meets the desired requirements, with adjustments to parameters like learning rate and batch size made as necessary to optimize outcomes. Reinforcement Learning from Human Feedback (RLHF) is a technique used to refine and enhance the performance of artificial intelligence systems, particularly in the domain of natural language processing [4]. RLHF involves training models, such as chatbots, to engage in more natural and contextually relevant conversations by incorporating direct feedback from human interactions. This approach aims to improve the model’s understanding of human prompts, refine its ability to generate responses that align with user preferences, and mitigate the risk of generating inappropriate or harmful content. RLHF holds significant potential across various sectors, facilitating the development of personalized assistants for businesses, customized learning plans for educational purposes, individualized treatment strategies in healthcare, and tailored recommendations in entertainment. Furthermore, RLHF serves to enhance model performance while also addressing concerns related to the adoption of internet-trained models, including the propagation of undesirable language patterns [4].

The final phase is the implementation of the app by deploying it into containers. DevOps teams often utilize containerization software like Docker to streamline the deployment of LLM applications, ensuring consistency across diverse computing environments [17]. Despite the benefits containers offer for sophisticated AI models with specialized processing needs and access to large datasets, the complexity of managing containerized workloads at scale can divert valuable time and resources from application development. A viable solution involves adopting a cloud data platform that simplifies the deployment, management, and scalability of LLMs and other containerized workloads within a fully managed infrastructure. This approach allows teams to execute LLM jobs in a governed environment, leverage configurable hardware options such as GPUs, and access a scalable pool of compute resources without the burden of infrastructure management [21]. In addition, integrating with third-party providers via marketplace apps further enhances flexibility and accessibility for developers and data scientists, enabling them to focus on solving business challenges rather than managing compute and storage resources.

4 Case Study

This section explains the phases of the generative AI project life cycle for the implemented chatbot. The detailed steps are given below.

1. Identify the business use case: Develop a chatbot for a higher education graduate program to answer questions from students all over the world, with a majority of the student population being from India. The chatbot needs to generate new and contextually relevant answers for the users. The chatbot also needs to understand the cultural vocabulary of the users.
2. Determine the intellectual or proprietary data: The data for the graduate program is obtained from the program coordinator and the website, and it has been saved in a .txt file using key-value pairs. Each piece of information, such as program details, course offerings, faculty information, and application deadlines, is stored with a corresponding key that uniquely identifies it. Information from the .txt file is then extracted and compressed into a numerical representation within a continuous vector space. This numerical representation of words in vector format is referred to as embeddings. The purpose of embeddings is to capture semantic and syntactic relationships between words in the .txt file.

3. Selecting an LLM: LLMs are pre-trained with vast data corpora. In this case study, FLAN-T5 XXL by Google was chosen [14]. This model specializes in Text-to-Text Generation across three different languages and is built using transformers, PyTorch, and TensorFlow frameworks. With a size of 11.3 billion parameters, it offers significant computational power. The datasets used to train this LLM are gsm8k, lambada, aqua_rat, esnli, quasc, qrec, djam7/wiki_dialog, and qed. The rationale behind choosing this LLM lies in its suitability for question-answering pipelines in chatbots and its prowess in text-to-text generation tasks. To implement the chatbot, Google Colab was utilized to write the source code in Python and import the necessary libraries. Further details on the chatbot implementation are provided in the final phase.

4. Adapting an LLM for use: Adapting the question-answering pipeline of the LLM to develop a chatbot through fine-tuning and prompt engineering. Fine-tuning the LLM involves collecting user feedback, and iteratively collecting and integrating user feedback to enhance the model’s ability to generate accurate and contextually relevant responses.

5. Implementing the app by deploying it to a cloud service platform: Implementing the chatbot app and utilizing Streamlit for the chat interface. Utilizing Streamlit, we aim to design a user-friendly chat interface modified to meet diverse user needs and preferences. Our interface will seamlessly accommodate a wide range of user inputs and responses, by providing a realistic and engaging interaction experience.
4.1 Implementation of chatbot using LLM

This section presents the detailed steps to implement a chatbot. The source code of the chatbot is given in our GitHub repository\(^1\). The high-level steps are shown in Figure 2. The screenshot of the chat interface and the sample prompt and its response is shown in Figure 3.

LangChain is a framework for developing applications powered by LLMs. It enables applications that connect a language model to sources of context. This integrates various components such as embedding, vector databases, LLMs, etc. Using these components, we can provide external documents to the significant language models and build AI applications such as chatbots seamlessly. Faiss-cpu, Facebook AI Similarity Search, is a Python library, used for efficient similarity search, embeddings of multimedia documents that are similar to each other, and clustering of dense vectors. The sentence-transformers package enables the utilization of pre-trained models for sentence embeddings in Python projects. Sentence embeddings are numerical representations of sentences that capture their semantic meanings. These embeddings can be useful for NLP tasks, such as semantic similarity, clustering, classification, and information retrieval.

The `TextLoader` class is used to import the input .txt file. This file consists of the data in the form of key and value pairs. These key-value pairs are the information about the graduate program. The key is the sample prompt and the value is the relevant response to the prompt. The `textwrap` module is used for wrapping and formatting of plain text in documents. The `os` module is used for interacting with the operating system to access and manipu-

\(^1\)https://github.com/bandiajay/GenAIChatbot
Table 1: Sample prompts and responses from chatbot

<table>
<thead>
<tr>
<th>Input prompt</th>
<th>Chatbot Response</th>
<th>Relevant response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. tell me about the course overview</td>
<td>Northwest Missouri State University’s Master of Science in Applied Computer Science is a 16-month program that offers a hands-on, professional education in today’s high demand areas.</td>
<td>Yes</td>
</tr>
<tr>
<td>2. How many credit hours are required to graduate from ACS Course?</td>
<td>Thirty credit hours of graduate credits are required for completion of the M.S. in Applied Computer Science.</td>
<td>Yes</td>
</tr>
<tr>
<td>3. Provide the list of all courses that were taught by Dr. Ajay Bandi</td>
<td>Generative AI, Mobile computing iOS, Patterns and frameworks, Advance Databases, Java, Big Data</td>
<td>Yes</td>
</tr>
<tr>
<td>4. What are the documents required for getting admission in masters in ACS course?</td>
<td>Official English proficiency scores (TOEFL, IELTS, PTE, DUOLINGO) Bank statement and Statement of support. Copy of your passport Official transcripts from all colleges and universities you have attended or are now attending for undergraduate and graduate coursework.</td>
<td>Yes</td>
</tr>
<tr>
<td>5. Can you tell all the available scholarships for ACS students?</td>
<td>Any student who gets admitted to our program will receive the $500 scholarship for the first semester. In any semester, if you get a full graduate assistantship or 3/4th graduate assistantship, or 1/2 graduate assistantship, your 100% or 75% or 50% of the tuition fee will be waived off, respectively.</td>
<td>Yes</td>
</tr>
<tr>
<td>6. What is the tuition fee for a student in MS ACS course?</td>
<td>Total Graduate Cost for ACS is $16,802.20</td>
<td>Yes</td>
</tr>
<tr>
<td>7. What is the Last date to apply for spring semester?</td>
<td>November 1</td>
<td>Yes</td>
</tr>
</tbody>
</table>
The user prompt is then converted into vector embeddings using the LLM. The randomness and diversity of the output has been adjusted by setting the temperature parameter to 0.8, and the maximum length parameter is set to 512, which defines the maximum length of the input prompt that the LLM processes. Finally, a similarity search is performed on both the embedding spaces of the input file and the user prompt. A similarity metric is used to identify the maximum similarity score between both vectors. Once similar vectors are identified, the output can be generated based on the application context. An interactive web application is developed using Streamlit library for the user to send a prompt and receive a response. A feedback form is also provided for the user in the chat application.

4.2 Results

Figure 3 shows the user interface of the chatbot, where the user can enter prompts and receive responses. Table 1 displays sample results of the Applied Computer Science (ACS) chatbot’s prompts and responses. The chatbot’s responses are descriptive and contextually relevant to the prompts. However, for prompt #5, the expected answer is ‘Yes’, but the response provides detailed information about all available scholarships for students. The LLM is adapting to the business case by adjusting the prompts used to elicit responses. Through experimentation, it has been observed that providing more refined or optimized prompts leads to improved outcomes. As a result, the LLM’s performance is enhanced as it learns to generate more accurate and relevant responses tailored to the specific requirements of the business case. This iterative process of refining prompts allows the LLM to better understand the context leading to better results.

The chatbot responses exhibit a high degree of relevance and accuracy across all input prompts. For instance, in response to Prompt #1 regarding the course overview, the chatbot provides a concise yet informative overview of the Master of Science program in ACS, demonstrating both relevance and accuracy in addressing the prompt. Similarly, for Prompt #2 concerning the required credit hours for graduation, the chatbot response accurately states the requisite thirty credit hours, ensuring both relevance and accuracy. Moreover, in response to Prompt #3 querying about courses taught by Dr. Ajay Bandi, the chatbot lists relevant courses, aligning closely with the prompt’s requirements and displaying accuracy in its response. Additionally, for Prompt #4 regarding admission documents, the chatbot furnishes a comprehensive list of required documents, effectively addressing the prompt with both relevance and accuracy. Furthermore, in response to Prompt #5 regarding available scholarships, the chatbot provides relevant information about tuition fee waivers based on assistantships, demonstrating both relevance and accuracy. Similarly, for Prompt #6 concerning tuition fees, the chatbot response accurately provides the total graduate cost for the ACS program, ensuring both relevance and accuracy. Finally, for Prompt #7 regarding the application deadline, the chatbot specifies the last date to apply for the spring semester, exhibiting both pertinence and accuracy in its response. Overall, the chatbot’s responses consistently align with the respective prompts, displaying both relevance and accuracy in addressing various inquiries related to the Master of Science program in ACS.

5 Conclusion

In conclusion, this paper highlights the transformative impact of LLMs on reshaping the landscape of artificial intelligence. Through this study, we have presented the various stages of the generative AI life cycle and illustrated the development of a chatbot tailored to address
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inquiries from prospective students. Leveraging tools such as Google Flan LLM and the HuggingFace library, we have successfully processed user prompts and extracted domain knowledge into compact vector embeddings. A similarity check between the input file embedding and the prompt embeddings is performed to generate responses for the user. Additionally, the integration of Streamlit has facilitated seamless user interaction through the chat interface. Our findings demonstrate that the responses generated by the chatbot are not only descriptive but also contextually relevant, with their efficacy improving in response to more detailed prompts. However, a significant challenge lies in the limitation imposed by the size constraint of input files, particularly considering the computational constraints of CPUs. In the future, addressing these constraints by utilizing GPUs and further refining the implementation process will be essential for unlocking the full potential of generative AI systems in real-world applications across various domains.
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