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Abstract

Machine learning technique usage has exploded in recent years, as has the utilization
of virtual reality techniques. One area that these tools can be utilized is the practice of
medicine. In this research, we propose a framework to visualize the position and rotation of
human spines based on machine learning predictions. This framework approach is signifi-
cant due to the importance of medical visualizations and organ tracking, with uses ranging
from education of medical students, to surgical uses. Subsequently, using machine learning
techniques with virtual reality offers real-time medical visualizations which is significant
for surgery. According to our experiment results, our proposed framework can accurately
predict position and rotation data.

1 Introduction

Machine learning is important in pattern recognition, and emulates human intelligence by
learning from the surrounding environment[7]. In this paper, we will predict the position of an
HTC Vive Pro Tracker using machine learning based on the position of three other trackers.
This research can be used in surgical medicine to visualize and locate important physiological
markers along the spine during surgery.

In medicine, machine learning is useful for developing models on clinical datasets [3], as well
as clinical medicine and diagnosis[14]. This usefulness extends to predictive analysis as well.
Machine learning prediction has been utilized in medical research areas including: cancer [4, 13],
stroke [12], and dementia[1]. Two of the main types of machine learning models are supervised
(including data labels) and unsupervised (data labels are not included). These model types can
be used to implement a time series analysis [24].

Machine learning visualization can be extended to virtual reality. One of the main uses of
machine learning in virtual reality is data visualization[6]. For machine learning, data visualiza-
tion is important, particularly in medicine, for knowledge extraction[19]. Also, virtual reality
can utilize machine learning to visualize numerical simulations in three dimensions. As a result,
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machine learning can facilitate the spatial understanding of complex data[6]. Machine learning
and virtual reality user can work simultaneously to work on specific data oriented tasks. This
technique is referred to as human in the loop, and is implemented to reduce the variability in
machine learning model predictions [23]. Our research, however, will focus on utilizing machine
learning techniques to visualize tracking machine learning model results.

Visualizing data in virtual reality is measured differently than visualizing ML success re-
lated to a machine learning model. Virtual reality allows the complete immersion into the
data [6]. Our work is an example of visualizing machine learning model results for HTC Vive
Pro Tracker locations in a virtual reality environment. The purpose of this research is to accu-
rately predict tracker locations using Unity, machine learning, and the HTC Vive Pro virtual
reality technology.

The use of virtual reality in medicine is a relatively new concept. In the past, VR has
been used as an educational tool in medicine, developed through the use of expert domain
analysis [18]. However, in terms of usage in a surgical scenario yielded mixed results [10].
Further, Hettig et al. based their visualizations on preoperative imaging of the patient. In
contrast, a study in 2021 regarding the use of augmented and virtual reality in spinal surgery
found that for pedicle screw placement along the spine had a deviation of less than 2◦ deviation
with 97% accuracy [8]. Even still, this study was dependent on visualizations of a static spine.
Shifts in the patient were detrimental to pedicle screw placement. However, a static visualization
during surgery is not likely. In the case of pedicle screws, each screw placement can cause shifts
along the spine [8]. Our research, however, uses machine learning to account for this spinal
shift.

Spinal visualizations using technology are improving [21]. However, most current visualiza-
tion processes of the human spine involve mathematical formulas and radiological imaging [11].
Further, machine learning and other innovative techniques have imaged the human spine with
a success rate rivaling that of manual imaging [9].

Utilizing the three dimensional immersion of a VR environment, we will compare machine
learning model accuracy measures (R2, rmse, etc.) with a visual test related to tracker location.
In other words, we will work to compare the model scores and the visual representation of the
tracker location predictions from the machine learning model. Further, the usage of the three
HTC Vive Pro Trackers will serve as a rigid-body emulation of the human spine. Using a time
series regression model, we will use tracker location data to accurately predict the location of
the ”fourth” tracker (which is predicted as part of the time series regression), which should
match up with our ”first” tracker. Each tracker represents a position along the human spine.
Further, the position of each tracker is visualized using the Unity Virtual Reality Environment.

In this study, we created a Unity virtual reality app to visualize the predicted tracker
location. The trackers were placed on a HTC Vive Pro racket. To train the machine learning
model, movement data was collected using the racket for the X, Y, Z, pitch, roll, and yaw
direction information. Next, the training data was preprocessed, and fed into the time series
regression model. Once the data was trained, ML accuracy measures were used to test the
quality of the data collection. Then, a client-server (in the Flask programming library) was
built to run the machine learning models, and output predicted tracker locations. Subsequently,
this output data was fed into the Unity application. Further, to locate any data outliers, an
extreme event split was implemented. Subsequently, the Unity application scene would display
the three trackers, and the predicted fourth tracker. Being able to accurately predict the fourth
tracker would be integral to the safety of the patient during spinal surgery.

The main contribution of this paper is to provide a framework approach to using virtual
reality and machine learning techniques to track and visualize the position of HTC Vive Pro
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Trackers. This framework includes predicting time series data, which emulates various positions
along the human spine, to which we use a gradient boosting regressor model to predict a specific
location. Further, to improve the efficiency of the predicted spinal position we mitigate data
outliers by utilizing the extreme event split technique. Finally, this research will utilize virtual
reality to visualize the human spine by utilizing the machine learning techniques mentioned
above. The framework approach provided in this research can be expanded to future medical
visualizations.

In section 2 of this paper, previous related work to time series regression analysis and
comparable research to our study is reviewed. In section 3, the application architecture is
presented. This section includes a process workflow from data collection to virtual reality
visualization of the predicted tracker location. Also, the methodology behind the HTC Vive
Pro will be will be provided. Section 4 presents an in-depth assessment of the machine learning
tracker models. Data collection and the extreme event split will be shown as well. Next, section
5 will provide results for our tracker testing. Conclusions regarding our research will be provided
in section 6. Finally, section 7 will present acknowledgements for this paper.

2 Related Work

Rapid advances in technology and medical device development in the 21st century are bringing
about a new era of medicine, contributing to healthier and more productive lives. As tech-
nology and patient complexity continues to increase, demands for novel approaches to ensure
competency have arisen [16]. Virtual reality simulator becomes a powerful tool for surgical
trainees to repeatedly practice without potential harm to patients and animals.

The efforts of Bissonnette to distinguish surgical training levels using virtual reality simula-
tor and machine learning methods indicate the power of virtual reality and machine learning on
surgical training and evaluation. The authors divided spine surgeons, spine fellows, orthopaedic
and neurosurgery residents, and medical students from 4 Canadian universities into 2 groups–
senior and junior, according to their training level. 22 participants are senior and 19 of them
are junior. All the participants were asked to perform a spinal surgery, in a virtual reality en-
vironment. The virtual hemilaminectomy required participants to remove the L3 lamina with
a simulated burr in their dominant hand while controlling bleeding with a simulated suction
instrument in their nondominant hand [2]. Participants were required to remove the L3 lamina
in 5 minutes, without damaging surrounding tissues. Their position, angle, force application
of the simulated burr and suction instruments, and removed tissue volumes during the proce-
dure were recorded at 20 ms intervals. These data is collected as metrics for training machine
learning algorithms. Five classification algorithms were applied: support vector classifier, K-
Nearest Neighbors classifier, Linear Discriminant analysis, Naive Bayes classifier, and decision
tree classifier. The accuracy was assessed through leave-one-out cross-validation and support
vector classifier achieved accuracy score of 97.6%.

Regression algorithms can also be combined with virtual reality technique in surgical field.
Dubin implemented machine learning algorithms to develop regression models and predict
Global Evaluative Assessment of Robotic Skills(GEARS) score using virtual reality simulator[5].
GEARS is a validated surgical proficiency testing tool, which is widely used in training pro-
grams. 74 participants were required to perform a basic VR exercise(Ring and Rail1) and a
complex VR exercise(Suture Sponge1) on two simulators–dV-Trainer(dVT) and da Vinci Skills
Simulator(dVSS). The simulator give scores of each exercise for each participant. And the
recorded video was sent to human evaluators for review using the GEARS tool. Linear regres-
sion models were generated for each exercise on each simulator to predict GEARS score based
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on simulator score.
Although combining virtual reality technique with machine learning algorithms, both of the

two research works used simple machine learning algorithms and focus on the performance of
the simulators while we applied complex machine learning algorithms for predictive modeling
and visualized the results with Unity—a virtual reality visualization tool. Bissonnette et al
built classification model using Support Vector Classifier to distinguish senior level and junior
level of surgeons. Dubin built simple linear regression to predict the GEAR score of medical
students. Instead of simple machine learning models, we built several machine learning models
to predict six dependent variables–three positional variables and three rotational variables and
compare the performance of the predicting models to determine the most proper model for each
of the six dependent variables. Besides, the related research work built models on data of small
size. Bissonnette has forty one participants for model building and Dubin built linear regression
model on 74 participants while we collected more than five thousand observations with HTC
Vivo Pro Racket to predict position data consisting of six components.

We applied extreme event split algorithm to split the time series dataset into normal dataset
and extreme dataset. Extreme value is defined as an observation with value at the boundaries
of the domain. Anomaly detection in time series has attracted considerable attention due to
its importance in many real-world application including intrusion detection, energy manage-
ment and finance [17]. Most anomaly detection methods require manually set thresholds or
assumptions on the distribution of data. Isolated forest algorithm is one of the commonly used
extreme value detecting algorithms. The term isolation in this case means ”separating an in-
stance from rest of instances”. The two processing stages of isolation forest include training
stage and testing stage. The training stage builds isolation trees using subsamples of training
set. The testing stage passes instances in testing set to obtain anomaly score for each instance.
In the training stage, isolation trees are constructed by recursively partitioning a subsample
X ′ until all instances are isolated. Each isolation tree is constructed using a sub-sample X ′

randomly selected without replacement from X[22]. The normal points tend to be isolated at
the deeper end of the tree, whereas anomalies are closer to the tree root, due to their singularity
nature. The shorter the average path length, the higher the chances to be anomalies[22]. In
testing stage, outliers are identified and labeled based on anomaly score of each instance. 95%
quantile method is used to determine the threshold of extreme value and the instances with
anomaly score greater than the threshold are classified as outliers. The extreme value machine
(EVM) introduced in 2018, has become an important tool in multivariate statistics and machine
learning in the past few years. Generalized Pareto distribution(GPD) classifier is an alternative
approach of EVM. It requires the generalized Pareto distribution assumption from extreme
value theory. The idea of the EVM is to approximate the distribution of the margin distance
of each point in each class using extreme value theory. A new point is then classified as normal
if it is inside the margin of some point in the training set with high probability[20].We applied
the DSPOT algorithm of splitting the data into normal events and extreme events. Then we
built machine learning models on normal dataset and extreme dataset separately and compare
the results with that of model built on dataset without extreme event splitting.

3 Application Architecture

To visualize the position of the HTC Vive Pro trackers, three components are needed: the
hardware (HTC Vive Pro trackers and racket), the backend software (Flask server, machine
learning techniques), and the frontend software (SteamVR and Unity). Figure 1 illustrates the
visualization process for predicting the tracker positions. In this section, we illustrate how each
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Figure 1: A flowchart illustrating the process in how data collection occurs. First, the data is
collected from the HTC Vive Pro Setup. Next, the data is preprocessed and sent to the Flask
server for the real-time tracker location prediction. Each HTC Vive Pro Tracker is attached to
a HTC Vive Pro Racket, which is considered a rigid-body. Finally, using SteamVR and Unity,
the tracker locations are visualized.

of these components are connected.

The data, once collected, is presented to a machine learning model being run from a Flask
server. This server outputs the position of the predicted tracker. The output from the server
is dependent on the Gradient Boosting Regressor machine learning algorithm. This predicted
tracker position should match the prediction of tracker 1. Once the machine learning model
predicts the output of the tracker position, the model is ready to be visualized using the Unity
virtual reality engine, in conjunction with the HTC Vive Pro VR System.

Once a model prediction is generated for the predicted HTC Vive Pro Tracker, the position
can be visualized in Unity. Using the HTC Vive Pro, Unity is able to show how close the
predicted tracker is compared to tracker 1. For example, if the model prediction is completely
correct, no difference should be seen between the prediction and tracker 1. Further, the pre-
dicted tracker should change positions along with any changes to the other trackers on the HTC
Vive Pro Racket. Figure 1 illustrates a flow chart for this process.

4 Tracking Models

Machine learning involves a set of algorithms that learn from an environment. Further, this
environment typically comes in the form of data. Therefore, machine learning is heavily de-
pendent on quality data. The data used in machine learning aids the algorithms (models) in
recognizing patterns in the data. As a result, machine learning models can be used to predict
future trends in the collected data.

With that said, data collection is integral to a successful machine learning algorithm, such
as gradient boosting regressor shown in Figure 1. For this research, linear tracker position is
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predicted using HTC Vive Pro Trackers to simulate human spines. These trackers have a 270
degree field of view, which allow for data collection in virtually every direction. To emulate a
linear tracker position, three trackers are used. These trackers are manually attached to a HTC
Vive Pro Wireless Racket. Each HTC Vive Pro Tracker has a unique name. A unique identifier
for each tracker is integral for the overall prediction. To summarize, there are three physical
HTC Vive Pro Trackers for this research. Therefore, the fourth predicted tracker should match
up with one of the physical trackers. In this case, the predicted tracker will match the position
of the first tracker (Tracker 1).

As mentioned earlier, the three trackers are placed on an HTC Vive Pro Wireless Racket.
The significance of the racket is that each tracker is placed in a straight line in three equidistant
positions along the device. Therefore, for the purpose of this research, the racket emulates a
human spine. Subsequently, the trackers are individual locations along the spine.

To ensure the data is collected from each tracker properly, these sensors must be synced to
the Steam virtual reality software, and the HTC Vive Pro Lighthouses (Base Stations). These
wireless lighthouses are responsible for determining the position of the trackers and the headset
during the VR experience. Typically, these lighthouses are placed approximately six feet apart.
In parallel, the HTC Vive Pro Headset must be active at all times for data collection to occur.
Failure to do so will result in the data being inconsistent, or even uncollected.

Tracker Data is collected regarding the coordinate positions positions related to the virtual
reality environment created using the Unity Game Engine. In the Unity environment, the X
and Z axes make up the cartesian X and Y directions. Further, the Y axis in Unity is vertical,
making up the cartesian Z direction. These directions are considered positions for the purpose
of this research. Further, rotational data is also collected in the pitch, roll, and yaw directions,
which are considered orientations for this research.

As stated earlier, machine learning is heavily dependent on data collection. This process
is necessary to properly learn from the virtual reality environment, and to accurately predict
tracker location. The data is collected into six individual files, one for each position and
orientation. The collected data includes random movements for each position/orientation type.
The random movements ensure that as many possible positions of the trackers is accounted
for. The overall goal of the data collection, as well as the random movements, is to ensure the
algorithm can adequately learn the position of the trackers when trained.

To collect the data, a Steam virtual reality scene is initialized in order to create the virtual
reality environment. Using this environment, the tracker positions are output as raw data. To
obtain the tracker positions, Unity provides an API to calculate the location of the sensors.
The position is dependent on the location of the tracker relative to the lighthouse base stations.
Before collecting any data, the point of origin must be determined. This is important because
the tracker locations are determined based on their distance from this origin point. Further,
when activating the Steam VR environment, it is imperative to have the HTC Vive Pro Racket
at the point of origin in order to ensure accurate data collection.

While the Steam VR environment scene is active, the output of data occurs continuously
until the scene is stopped. While the Steam VR scene is active, the HTC Vive Pro Racket
(with each tracker attached) is shifted in the desired direction for different positions. For
example, if data collection along the Unity X axis is collected, then the racket must be moved
in the X direction. These movements occur at various positions. Each position is repeated for
approximately 15-20 seconds. Subsequently, a dataset is created for each of the six linear or
rotation directions in which data is collected.

The collected data is then preprocessed to remove incomplete samples and null values.
Subsequently, the data is transformed into a comma-separated value (csv) format. As mentioned
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before, there is a dataset for each direction in whic data is collected. Consequently, there will
be six different datasets. Further, for the data collected on the linear axes, the csv files are
cleaned to remove unnecessary directional information. For instance, if data is collected for the
X position, the Y and Z positional information is removed from this particular dataset. As
a result, the data is less noisy, and the focus of the data can be on one direction at a time.
Further, this organization of data results in streamlined troubleshooting, as well as the ease of
collecting new data if necessary.

Once the data is preprocessed and cleaned, it is tested for quality. Here, simple linear
regression is used from the scikit-learn machine learning library [15]. To ensure the accuracy
of the data collection for each directional file, the R2 value is calculated. If the dataset was
incomplete, or held any null or unaccepted data types, a modeling error is returned. Further,
if the R2 value was low, the data was required to be recollected.

4.1 Extreme Event Split

We applied Drift Streaming Peaks-Over-Threshold(DSPOT) to detect extreme events of the
time series data and split the dateset into normal dataset and extreme dataset. As stated
earlier, isolation forest extreme value detector and GPD classifier rely on either manually set
thresholds or assumptions on the distribution of data. By using the DSPOT approach, We do
not assume the distribution of the value but rely on extreme value theory to estimate accurately
low probability areas and then discriminate outliers[17].

4.2 Real-time Prediction

Figure 1 illustrates the visualization process for the predicted tracker locations. The hardware
seen in this figure illustrates the virtual reality hardware setup. Further, on the HTC Vive
Pro racket, the predicted tracker 1 is in the middle, and is adjacent on either side by tracker
2 (right) and tracker 3 (left). Next, the preprocessed data is sent to a Flask Server. On this
server, a gradient boosting regressor machine learning model predicts the location of tracker 1.
This predicted location is distributed in real-time from the Flask Server. In other words, the
predicted location coordinates are calculated continuously as long as the server is active. The
information is then sent to the Unity application in the form of coordinates. These coordinates
are processed through the Unity API and are visualized. Figure 2 shows the visualization of
the trackers, including the predicted tracker.

5 Results

5.1 Gradient Boosting Regressor

Initial results of the gradient boosting regressor model show a high accuracy with low root
mean square error for each position (X, Y, Z) and rotation (pitch, roll, yaw). For this model,
the accuracy is high due to the linearity, as well as continuity of the data. Table 1 shows the
accuracy of the predicted tracker locations for each position and rotation in relation to the
actual tracker coordinates. As a whole, the GBR performed well. However, the pitch rotation
RMSE was much higher for the real time prediction. Conversely, the extreme event split
performed particularly well for this rotation, indicating that data contained several outliers.
This is important since the data collection is performed by manual simultaneous movements of
the trackers. Therefore, it is possible not all of the movements are consistent.
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Figure 2: An illustration of the virtual reality visualization of the HTC Vive Pro Wireless Racket
setup with the attached trackers. The three trackers represent positions along the human spine.
The middle object, tracker 1, is the tracker to be predicted. Trackers 2 and 3 represent other
locations along the human spine. These trackers are used to help predict the location of tracker
1. When predicted correctly, the visualized tracker should overlay tracker 1.

Method Metric Position
X Y Z Pitch Roll Yaw

GBR (Base Data) RMSE 0.0003 0.0012 0.0014 0.0719 0.2587 0.2587
GBR (Real Time) RMSE 0.1298 0.1358 0.0481 0.7249 0.0186 0.648
GBR (Extreme Event Split - Base) RMSE 0.1021 0.0017 0.0135 0.0058 0.2905 0.2941
GBR (Extreme Event Split - Real Time) RMSE 0.1048 0.0662 0.0202 0.0929 0.0229 0.1169

Table 1: This table displays the model results of the base gradient boosting regressor model,
real-time model prediction, and the extreme-event split on the input data. Root Mean Square
Error was calculated for each type of model run. The GBR model performed well for each
position and rotation, with the exception of pitch, where the extreme event split had the best
results.

5.2 Real-time Prediction

Table 1 displays the model results of the gradient boosting regressor (GBR) model run using the
base data, the GBR results for the real-time prediction that is visualized using the Unity VR
platform, and finally, the extreme event split (using GBR) of the base input data and extreme
event split. The extreme event split on the real time data had lower RMSE than the base data
for all of the values except for the roll data. Note the particularly large decrease in RMSE for
the pitch rotation data from base data to extreme event split. Overall, we believe this is likely
due to the increased number of extreme events during the real time data collection. In other
words, the extreme event split performs well at dissecting the outliers in position and rotation
of the trackers. While these values are adequate for the real-time prediction, there is still quite
a bit of deviance between the predicted tracker and tracker 1 in the visualization seen in figure
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2. An example of the real-time visualization can be seen here. This visualization illustrates
the relationship of the trackers and the predicted coordinates received from the Flask server.
The reason for the deviance between the predicted tracker and tracker 1 is an issue with the
sampling from tracker 1. The data collection frequency using the Unity API is not consistent.
The frequency issue increased the difficulty to train an accurate gradient boosting regressor
model on the Flask server. In the future, we plan to solve the problem with a resampling
preprocessing step. Resampling the data ensures that the model is being trained at an equal
interval in relation to the data collection from the Unity API.

6 Conclusion

In Table 1, we have shown the results of the predicted tracker location in relation to tracker 1
for this research. As a result, the gradient boosing regressor model has proven useful for the
machine learning application of this research, as well as the extreme-event split. With that
said, some improvements on the virtual reality visualization are needed. Sampling intervals are
detrimental to the visualization in that the model is not able to predict the correct location due
to the difference in the positions related to the timestamps of the collected data. Therefore,
the model is able to predict the past data accurately as seen in Table 1, while the real-time
prediction is inaccurate for the virtual reality visualization.

Future research goals include data resampling to provide accurate sampling timestamps for
the real-time prediction. Also, prediction for a non-rigid body is significant for an actual human
body.
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